Modular Reconfigurable C4l
| nterface (MRCI)

In Progress Review (I PR)

MRCI In Progress Review - 24 April, 1997



AGENDA (1 of 4)

0830-0845 Welcome, I ntroduction, and Recent Activity Maj. Zeswitz
Summary C.Keune
M. Cosby
0845-0915  Issuesaddressed by the MRCI Experiments C. Keune
M. Cosby
0915-0935  Experimental Test Federation Configurations M. Cosby
0935-1020  Prototype MRCI Design Summary M. Hieb/K. Thumim/B. Silva

Overall Design

Module Architecture

Trangation Design

Communication Degradation Design

1020-1035  Prototype MRCI Implementation and Development L. Griggs
Approach Summary

1035-1050 Break
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AGENDA (2 of 4)

1050-1200  Prototype MRCI (V1.3) Development Status
C4l System Capabilities (including SOMs)
-AFATDS
-MCS/P Basdline
-CTAPS
Simulation Capabilities
-CBS
-AFSAF
-ARSAF
-CCTT
ACESS Development
Testing Program

1200-1300 L unch

MRCI In Progress Review - 24 April, 1997

L. Griggs/M. Hieb



AGENDA (3 of 4)

1300-1400  Application of Quality Factorsto the Evaluation L. Griggs¥/M. Hieb
of the MRCI Prototype

Functionality

Usability

Reliability

Maintainability

Availability

Flexibility

Portability

Testability

Reusability [Special Emphasis Areg]
Context
Modules

1400-1430 TheWay Ahead M. Cosby
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AGENDA (4 of 4)

1430-1700 MRCI Experiment Testbeds
MCS/P - ARSAF
MCS/P - CBS
MCSP-CCTT
CTAPS- Test Cdl (CCSIL W/S)
AFATDS- Test Cell (CCSIL W/S)
ACESS
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MRCI Program Overview

Major Steve Zeswitz, DM SO
Cindy Keune, NRaD
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Key MRCI EventsUp To DOC

Interim System Requirements Review [ SRR]
System Requirements Review [SRR]

Informal Technical Interchange [ITl]
Preliminary Design Review [PDR]

Informal Technical Interchange [ITl]

Test Planning Workshop

Critical Design Review [CDR]

Community Survey re: MRCI ‘97 Requirements
In Progress Review [IPR]

Informal Technical Interchange [ITl]

STOW CT4 Participation

I Tl and Pre-Test Readiness Review [PTRR]
Test Readiness Review [TRR]

Demonstration of Operating Capability [DOC]

MRCI In Progress Review - 24 April, 1997

21/22 Feb 96
23 Apr 96
22 May 96
11 Jun 96

16 Jul 96

17 Jul 96

14 Aug 96

1 Sep 96

11 Oct 96

25 Oct 96
16/20 Dec 96
18 Dec 96
15 Jan 97

19 Feb 97



Recent Activity Summary:
Progress Since DOC (1 of 2)

19 Feb. MRCI Demonstration of Capability hosted in Advanced Simulation and Technology Center McL ean.

25 Feb. Traveled to Ft. Monmouth to brief CECOM and MITRE on Comm Degradation papersto be
presented at the Simulation Interoperability Workshop and discussed Modeling changes regmts.

27 Feb. Deployed to JTASC in Suffolk for CT 97 participation. Set up MCS/P, AFATDSto CBSlink via
MRCI.

3-6 Mar. | Demonstrated MCS/P, AFATDSto CBSlink viaMRCI outside the CT 97 testing. Showed interaction
between CBS and C4l systems.

4 Mar. Attended the HLA C2 Objectives Meeting in Orlando.

5 Mar. We traveled to Orlando and presented 5 MRCI papers during the Simulation Interoperability
Workshop.

18 Mar. Participated in the RTI Performance Meeting at DM SO.

19 Mar. Conducted an awOC coordination Meeting in Orlando.

24 Mar. Participated in the Federation Management Technical Exchange at DM SO.
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Recent Activity Summary:
Progress Since DOC (2 of 2)

3 Apr. Participated in the STOW, Communications Working Group and Exercise Initialization Working
Group.
Participated in the OMDT user’ s group where the status of the automated tools for FOM

3 Apr. :
development briefed at DM SO.

9-10 Apr. Attended the Architecture Management Group-18 meeting.

MRCI In Progress Review - 24 April, 1997




Current Major Experiment Thrusts

e HLA/C2 Testbed

e |V & V by NRaD

e STOW & JTC PrairieWarrior

e MRCI & COMPASS--> DIl COE “C4l toSm
Services’

e Planning Beta release of M RCI

MRCI In Progress Review - 24 April, 1997
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HLA/C2 Testbed

e |nvestigate HL A operations/processes
e Evaluate Sm & C4l federation issues
e MRCI - centric issues:

— Basic concept

— Extensibility & Portability

— Functionality

— Network Performance

— Scalability

— Impact on C4l system

MRCI In Progress Review - 24 April, 1997
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MRCI IV&YV by NRaD

e |n accordancewith DM SO VV& A
Recommended Procedures

e |n coordination with the COMPASSIV&V
e |nitial effortsin March ‘97

e MRCI - “Informal release’” to NRaD for
familization and testing, 20 April1997

e “Formal” IV&YV thissummer

MRCI In Progress Review - 24 April, 1997 12



STOW & JTC

e STOW Demonstration
—FST 1, 2-6 June 97
—FST 2, 7-11 July 97
—FST 3, 11-15 August 97
—ACTD, 29-30 October 97
e Prairie Warrior
—EXxercisg, 12-20 May 97

MRCI In Progress Review - 24 April, 1997
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MRCI & COMPASS--> DIl COE

e COMPASS migration underway
« MRCI migration being planned

MRCI In Progress Review - 24 April, 1997
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Beta Release of MRCI

Limited release based on exit criteria being
developed.

Documentation:

— S/W Design Doc, includes | /F Design Doc
—S/W Version Description

—S/W Users Manual

|n Progress:

— Release policies and procedures.
—Methodology for collecting feedback.

MRCI In Progress Review - 24 April, 1997
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0830-0845

0845-0915

0915-0935

0935-1020

1020-1035

1035-1050

AGENDA (1 of 4)

Welcome, I ntroduction, and Recent Activity

Summary

| ssues addr essed by the MRCI Experiments

Experimental Test Federation Configurations

Prototype MRCI Design Summary

Overall Design

Module Architecture

Trangation Design

Communication Degradation Design

Prototype MRCI Implementation and Development

Approach Summary

Break

MRCI In Progress Review - 24 April, 1997

Maj. Zeswitz
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M. Cosby

C.Keune
M. Cosby

M. Cosby

L. Griggs

M. Hieb/K. Thumim/B. Silva
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| ssues Addressed by the MRCI Experiments (1 of 11)

e Assessthe MRCI basic concept: A modular, reconfigurable
Inter face between C4l systems and simulations (viathe HLA/RTI)
ISsuperior to custom point-to-point interfaces.

— Evaluatethe MRCI reconfigurability and reusability from the point of view
of software modules used in multiple configurations.

— Evaluate the ease of reconfiguring an MRCI to support a variety of C4l
systems, from a hands on point of view, e.g. recompiling required, filesto
be edited.

MRCI In Progress Review - 24 April, 1997 17



| ssues Addressed by the MRCI Experiments (2 of 11)

e Evaluatethe extensbility of the M RCI
— Assesstheimpact of changing a message mapping on thefly.
— Assessthe impact of adding in a new message.

— Assessthetools availableto assist in making these changes or additionsto
the messages.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (3 of 11)

e Portability
— Inspect code to assess platfor m/oper ating system dependencies.
— Assess ease of installing MRCI softwarein a heter ogeneous network.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (4 of 11)

e Assess MRCI functionality

— Message tranglation
» Evaluatetheréeliability of message trandation.
» Assess the maintenance of message intent by using dual transmissions.
» Assess the completeness of the message sets translated.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (5 of 11)

— Application of communications effects

» |nvestigate the delay of message communications by variable amountsasa
function of battlefield terrain, distance, etc.

» |nvestigate the use of varying levels of communications degradation.

— Logging
» Confirm that MRCI logs all relevant FOM and non-FOM messages.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (6 of 11)

e Scalability

Assess the performance of multiple translators within one MRCI.

Assess the performance of multiple nodes of the same C4l system accessing
asingle MRCI.

Assess the performance of multiple heter ogeneous C4l systems accessing
one MRCI.

Assess the performance of multiple MRCI'sin the same federation.

- Visibility

Run multiple echelonswith a single MRCI and with multiple MRCI’sto
assesy/illustrate federation visibility.
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| ssues Addressed by the MRCI Experiments (7 of 11)

e Crash, Recovery, C4l System Resynchronization

— Assessthe ability of the MRCI prototypeto operate during, and recover
from, system failureson either itsRTI or C4l side.

— Assessfuture MRCI functionality needed to support resynchronization of
the C4l systemwith the federation following degraded oper ations.

e Network Throughput and Delay
— Measurethedelay and throughput on the tactical networks.
— Measurethedelay and throughput on the smulation networks.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (8 of 11)

e Hardware

— Measurethe MRCI processor requirements as a function of message type
and rate aswell asthe number of C4l systems supported.

— Measurethe delay and queueing performance of the MRCI, asa function
of load.

— Investigate/evaluate various hardwar e configur ationsfor the support of the
C4l system/MRCI federate.

» Multiple MRCI’son a single wor kstation.
» SSI'shosted on the C4l system and hosted on other workstations.
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| ssues Addressed by the MRCI Experiments (9 of 11)

= Lifecycle of the experiment.
— Evaluate MRCI preparation requirementsfor experiment participation.

e |mpact of the MRCI on the C4l system.

— Verify that thereisno adver se functional or performanceimpacts of the
MRCI on the C4l system.

MRCI In Progress Review - 24 April, 1997
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| ssues Addressed by the MRCI Experiments (10 of 11)

e |dentify the extent to which adding real-world C4l aspectsto an
HL A Federation leviesrequirements on smulationsin that
federation.

— Scenario development

— Message processing

— Inclusion of C2 behaviors
— Performance impact

MRCI In Progress Review - 24 April, 1997



| ssues Addressed by the MRCI Experiments (11 of 11)

« Assessthe adequacy of the C2 data interchange format (DIF) (e.g.
CCSIL)

— Assessthe ability of CCSIL to expressall of therequired C4l message
fields.

e Addresstheissue of theinitialization, synchronization, and
reconciliation of data between the C4l systemsand the
simulations.
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MRCI Distributed Development and Test

4t

Environment

MCS/P@CSC
Eatontown, NJ

AFATDS@HDC
‘| Ft. Wayne, IN

CBS@WPC
Ramstein, Germany

—
ISDN
_\
CTAPS@SAIC
Hampton, VA
ISDN

MRCI HQ@SAIC
McLean, VA

CCTT@SAIC
‘| Orlando, FL
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Configuration for |PR
|DA to WPC in Germany

DSI/ISDN

DMSO & IDA
Alexandria, VA

T-1 SAIC McLean to IDA
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Configuration for |PR
IDA to SAIC in Orlando

D

@ T-1 SAIC McLean to IDA

MRCI HQ@SAIC
McLean, VA ‘|

NN

DMSO & IDA
Alexandria, VA

v

ISDN

CCTT@SAIC
Orlando, FL
'
— N\
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Federatesin | PR Experimental Tests

MCS/Pto ARSAF
MCS/Pto CBS
MCSPto CCTT SAF

AFATDSto Test Cdl

CTAPSto Test Cdl

MRCI In Progress Review - 24 April, 1997
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MCS/P to ARSAF
Experiment Configuration

MCS/P communicates with ARSAF via an Execute MCSP SVStem
Directiveissued to CFOR. SITREPsfrom ARSAF
containing friendly locations automatically post the
unit’slocation on the M CS/P situation map.

MCS/P System Specific Interface (SSI)

ATCCS)

i C2 messages (USMTF,

MRCI C4 API
MRCI
CCSIL Messages i iCCSIL Messages
HLA RTI AP HLA RTI API

HLA Run-Timelnfrastructure (RTI)

MRCI In Progress Review - 24 April, 1997
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MCS/Pto CBS
Experiment Configuration

M CS/P sends an Execute Directiveto CBS
causing the CBS battalion to begin
movement | AW a previously assigned

OPORD. CBS MCS/P System

MCS/P System Specific Interface (SSI)

i CBS messages i “ mesza'?éség)SM "
MRCI C API MRCI C*l API
MRCI MRCI
i CCSIL Messages iCCSI L Messages
HLA RTI AP HLA RTI AP

HLA Run-Timelnfrastructure (RTI)
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MCSPtoCCTT SAF
Experiment Configuration

MCS/P issues an Execute Directiveto CCTT
SAF which executesthe directive, responding
with SITREPswhen appropriate.

CCTT SAF

CCSIL Messages i

MCS/P System

MCS/P System Specific Interface (SSI)

HLA RTI AP

ATCCS)

tcz messages (USMTF,

MRCI C* API

MRCI

iCCSI L Messages

HLA RTI AP

HLA Run-Timelnfrastructure (RTI)

MRCI In Progress Review - 24 April, 1997
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AFATDS
Experiment Configuration

AFATDS System

AFATDS exchanges TACFIRE messages with a
test cell designed to emulate the ARSAF entities of
Forward Observer and Firing Battery.

¢

AFATDS System Specific Interface (SSI)

t C? messages (TACFIRE)

MRCI C4 AP

MRCI

CCSIL Messages
CCSIL Messages

HLA RTI API HLA RTI API
HLA Run-Timelnfrastructure (RTI)

MRCI In Progress Review - 24 April, 1997
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CTAPS
Experiment Configuration

CTAPS exchanges messages with a test cell CTAPS System
designed to emulate the aWOC and other
entitiesin AFSAF.

T TR
/=

CTAPS System Specific Interface (SSI)

I C? messages (USMTF)

Test Cdl
MRCI C4 API
MRCI
CCSIL Messages i i CCSIL Messages
HLA RTI API HLA RTI API

HLA Run-Timelnfrastructure (RTI)

MRCI In Progress Review - 24 April, 1997
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ACESS | PR Demonstration Configuration

Client Server Simulation

CMM

Communications Modeling Module

CES

CEM

Communications Effects Module

ModSAF

Communications Effects Server

¢

RTI
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Summary

| ssues addressed by the MRCI Experiments

Experimental Test Federation Configurations

Prototype MRCI Design Summary

Maj. Zeswitz

C.Keune
M. Coshy

C. Keune
M. Cosby

M. Cosby

M. Hieb/K. Thumim/B. Silva

Qverall Design
M odule Ar chitecture

Translation Design
Communication Degradation Design

Prototype MRCI Implementation and Development

Approach Summary

Break
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MRCI Technical Architecture

N Cdl Sysem g
\

SSI Functions

SSI API

Common Modules
(CM)

RTI Interface
(RTII)

\
< Federation >
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MRCI Modules—CSCls

C4l System -HLA Interface

C4l MRCI
ss|
CSCl CSCl
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MRCI Modules—SUs

C4l System -HLA Interface

Cal MRCI

SSl

CSClI CSCl
SSI/API SS| Common RTII M.F\?C.H
Library Functions Modules Utilities

SU SU SU SuU CSCl

MRCI In Progress Review - 24 April, 1997



MRCI Common Module SUs

Common
Modules
Executive SSI Server Comm CEM
= S Su su
Federate Message Par ser Trangator For matter
Alignment Handler
SU SU SU SU SU

MRCI In Progress Review - 24 April, 1997
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MRCI Common Module SU Groupings

I nitialization/Synchronization Related

Common

Modules

Emulation Related

Executive

SU

SSi Comm CEM
Server
SU SuU SU

Federate
Alignment

M essage
Handler Par ser Trandator Formatter
SU SuU su suU

MRCI In Progress Review - 24 April, 1997
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MRCI Common Module Descriptions

Executive SS| Comm CEM F_eder ate
Server Alignment
- Callsall oth L . :
Cr:ni)dsu?esm e Connectsto SSI Comm Communication - Dynamically aligns
- Registration Representation Effects Module live and simulated
- GUI . . .
- Message passing applies effects entities from Feder ates
- Comm parameters calculated by a (such as Order of Battle)
- DB connection Comm Effects - Aligns entity
- Status Server attribute (e.g. Comms)
M essage
Handler Par ser Trandlator Formatter
SU SU sU SU
Receives message from RTI|
- Parses Message Header Par ses message File-driven Formats message
- Passes Comm Parameters into Universal trandation from Universal
(receivers, sender) Structure Structure

- Determines message type

MRCI In Progress Review - 24 April, 1997
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MRCI Utility M odule Descriptions

MRCI
Utilities

Protocol
View Header Extract Table
Header GUI Editor
suU SU SU SU
I nspect binary Configure Entity Examine Universal Create and Edit
message header s Call Signsfor Senders/ Structurefor Message Protocol Tablesvia
Receivers in Protocol Table
aGUI
TDL
Trandator .
Teg M apping M SST RTI Test
GUI
SuU
U SuU SuU

Run Parser/Translator/
Formatter standalone

Create Trandation Definition

Language (TDL) mapping

MRCI System Stimulation
Tool (MSST) providesa

filesfor the Tranglator viaa GU| test Server and test Client

MRCI In Progress Review - 24 April, 1997
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Trandator Common Modules
Modular Reconfigurable M essage Trandation
(MRMT)

MRMT takes alifecycle approach with aflexible design to
accommodate the addition of new message formats and the revision of

currently utilized message formats.

MRMT has three phases of preparation and use

— Protocol Preparation
Protocol Table generation routines and Parser modules are
customized for a new message format.

— Exercise Preparation

Mapping Tables specifying the mapping of C4l to Simulation
Messages are created by System Analysts for the particular messages
utilized in the exercise. Trandator Definition Language (TDL) files
are prepared from the Mapping Table.

— Initialization
Message Structures are created from the Protocol Tables and
Tranglation Objects are created from TDL files.

MRCI In Progress Review - 24 April, 1997 47



Modular Reconfigurable M essage
Trandation (MRMT)

Protocol (1)
Source Files

Protocol (n)
Source Files

)

Protocol
Definition
Generation

Tools

Message

Mapping
Tables

FOM

—| Protocol (1)

Definition Table

Protocol (n)

—>

—

TDL
Mapping
\ Tool

)
FOM Tool

Definition Table

—>

——

Messages

> Simulation

Specific
Interface

HLA RunTime Infrastructure

MRCI In Progress Review - 24 April, 1997
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MRMT Uniform Message Structure

* Protocol tables have data structures for messages, fields
and enumerations

e An abstract description of the structuresis:

Message rec: Field rec:

name, labdl, description

msg id, conditional flag, data type

prefix, data justification, msg data

suffix sequence number, new data flag
byte offset, min value
min size, max value
max size
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Trangdator Design and I nternal | nterfaces

Source Msg. Tree

Target Msg. Tree Consist of | Msg. Set

>

Created by
Consist of Created by Consist of
Msg. Set Msg. Tree Creator Validated by
Uses
- Msg field
Build Tree Validator
) Contains
Consist of - Locate Mandatory Fields
Translator Contains Set Defaults
Msg. Field Uses
|
Enum Obj Rules Obj
) Translation Object
Contains
|| from msg. name
. Translation Manager Consist of llto msg name
Consist of || condition
<> || object count || Map number
>
add object Consist of set opcode
get obj. id add operand Opcoder
get entry number
Reads get opcode
Reads Process Opcode
Reads | )
- Contains Contains A
Enumerations file Rules File Map File _l
Operand Ocodes
Consist of Consist of Consist of ?
Enums Rules Mappings
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ACESS Defined

The Automated Communications Effects Server System (ACESS) isamodular server system that is proposed to be used to apply tactical
communications effects in a simulated environment. The ACESS operates within High Level Architecture (HLA) guidelines as defined by the
Defense Modeling and Simulation Organization (DM SO).

The ACESS is composed of two parts:

1) The Communications Effects Module (CEM)- A module incorporated within a system acting as afederate in an HLA exercise
2) The Communications Effects Server (CES)- A stand alone system acting as afederate in an HLA exercise

»  Both components will communicate viathe HLA Run Time Infrastructure (RTI).
* TheModular Reconfigurable C4l Interface (MRCI) will be the first system to integrate the ACESS.

The CEM determines message delivery based on: The CES:
* communications object settings * monitors aspects related to communications
OR AND
* degradation parameters received from the CES * generates degradation parameters on a per message basis
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Representative ACESS Experimental
Configuration

C4l systems represented
as part of vehicle entities

Bde TOC Arty Bn FDC

E1 )
MCS/P | AFATDS

E4

Inf FIST

E5

E3

AFATDS

RTI
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The Three Key Representational Levels

Static without degradation

Within the ACESS

Dynamic periodic

Dynamic per message

Level 1

Purpose:

« Adequately represents communications
device

 Facilitates dissemination of changes in
attributes

Used by:
* CES as communications determinant

* CEMSs as most basic communications
determinant

Maintained and updated by:

 Creating federate upon initialization and
attribute changes

Maximum
Communication
Effects
Matrix
Interaction

Level 2

Purpose:

¢ Sendetr/receiver pairs identify dynamic
communication effects parameter values to
apply to messages in the absence of a
Communications Effects Interaction

¢ Backup for Communications Effects
Interaction

Used by:
« CEM as initial message release determinant

Generated and sent by:

¢ CES upon initialization and when significant
change in state occurs

Communication
Effects
Interaction

Level 3

Purpose:

¢ Contains value that accurately represents
simulated time of message delivery and all
modeled communications parameters such as
Bit Error Rate, dB Loss, etc..

¢ Determines when CEM releases message

¢ Provides values of degradation parameters

Used by:

* CEM to accurately determine message
release time and degradation

Generated and sent by:
e CES upon receipt of message
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Future ACESS Prototypes

Integration of STOW RTI-C/C1, RTI F.O/F.1
Continued participation in HLA effortsto optimize infomation placement

Completion of Communications Effects Matrix functionality to provide static
state of the network information

CESinteroperability with other Sims (AFSAF, NASM-AP, EAGLE, etc...)
| nvestigate “token based” voice/video communication emulation

| nvestigate query based communication effects calculationsfor units
attempting to inter cept signals

| nvestigate application of ACESS effects within SAFs

Continued MITRE CMM prototype development to include expended
communications effects such asBER and retransmissions

MRCI In Progress Review - 24 April, 1997
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Development Approach Summary

Version SSIs RTI Simulation New MRCI Remarks
<> Versions Federations Common Modules
Build
11 MCS/P (BL) STOW A STOW 97 - Executive (mex) MCS/P SSI receive
CTAPS - Tranglator (mct) (dequeue)only
- Message CTAPS SS| was transmit
Handler (mcm) (enqueue) only
- RTI Interface Translator handled USMTF
(mri) SITREP & CCSIL SITREP
- MRCI C4l Evaluation Events:
Server (mss) -STOW 97 Combined Test 4
- MRCI CA4l (Dec 96)
Client Libraries
(msc)
12 MCS/P (BL) STOW A STOW 97 Translator module adds
CTAPS JiC - Communications ATCCS capability
AFATDS (mce) Evaluation Events
- JTC Confederation Test (CT)
97 (Mar 97)
13 MCS/P (BL) STOW A STOW 97 GUI (xapps) Translator module will add
CTAPS JiC TACFIRE capability
AFATDS Evaluation Events
- STOW 97 SEID Integration
Test (Apr 97)
- JTC Prairie Warrior 97 (May 97)
14 MCS/P (BL) F.0 HLA-C2 Evaluation Events
(and CTAPS STOW C STOW 97 - HLA C2 Test bed (Aug 97)
| ater) AFATDS JrC - STOW 97 FST-x (June, July,
Aug 97)

MRCI In Progress Review - 24 April, 1997
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MRCI Distributed Development and Test

4t

Environment

MCS/P@CSC
Eatontown, NJ

AFATDS@HDC
‘| Ft. Wayne, IN

CBS@WPC
Ramstein, Germany

—
ISDN
_\
CTAPS@SAIC
Hampton, VA
ISDN

MRCI HQ@SAIC
McLean, VA

CCTT@SAIC
‘| Orlando, FL
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Prototype MRCI (V1.3) Implementation (1 of 4)
MRCI Technical Architecture

N Cdl Sysien g
\

SSI Functions
SS| API

Common Modules
(CM)

MRC

RTI Interface
(RTII)

< Federation >
58
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AFATDSLinkage
Scenario

SAF firing unit sends messages informing FSE of its |ocation and readiness status.

CFOR FO callsfor fire

FSE receives the fire request and forwardsit to FDC

FDC passes the call for fire (CFF) to the SAF firing unit.

Concurrently, FDC sends a Message to Observer that the mission is underway.
SAF firing unit receives the CFF and fires the mission

SAF firing unit informs FDC that rounds are fired.

FDC sends a message to the FO that rounds are fired.

FO reports effect on target and ends mission to the FSE

FSE sends a message to the SAF firing unit that the mission is ended.

The unit stands down.

SAF firing unit generates a message to FDC informing them of their ammo usage.
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Required Messages

AFATDSLinkage
M essage Set Used

V1.3 Messages

Remarks

TACFIRE AFU;UPDATE (Readiness
Update)

TACFIRE AFU;AMMO:H (Ammo On
Hand)

TACFIRE FR SHIFT (Fire Request Shift)
TACFIRE FM;FOCMD (Fwd Obsr
Commands)

TACFIRE EOM&SURYV (End of Mission
& Surv)

TACFIRE AFU;AMMO:E (Ammo
Expended)

TACFIRE FM;CFF (Call for Fire)
TACFIRE MTO (Message to Observer)
TACFIRE FOCMD (Fwd Obsr
Commands)

TACFIRE FM;SUBS (Subsequent
Commands)

TACFIRE FR GRID (Fire Request Grid)

TACFIRE FOCMD (Fwd Obsr Commands) to
CCSIL 402

CCSIL 401 to TACFIRE FR GRID (Fire
Request Grid)
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AFATDS - ARSAF Message | nteraction

anRTI interaction.

Target(Live) o « « = = = = = = = = = = = = = = = ®» % % " " " ®" " ®¥ ® ® ® ® ® H N N N N N E E E E E E E E ®E E E ®E ®E E ®E ®E E ®E ®E E ®E ®E E ®E ®E ®E ®E ®E ®E ®E ®E ®E ®E ®E ®E ® ®E ®® ®°®
Audience .
BN FDC BN FSE e e ———_JdBNFDC L = = — — — _ | BNFSE —|BNFDC |- — = -
| 1 1 r i r :
.
= Ses==—==========u——
=————— = -
e o nitiainen Tho BN ESEAFATDS BN FSE AFATDS sends BN FDC AFATDS receives| BN FDC AFATDS .
itsalf, noting the unit as receives the TACFIRE The BN AFATDS sends o R ATDS recaves| BN FDC AFATDS then comH BN FDC AFATDS receives the relevant ABOM the ABOM msg and receives the message and
ready to fire and ammo on request and generatesan the relevant ABOM (CFF) message poses a TACFIRE Message the message and composes a (CFF) msgto BN FDC composes a TACFIRE updatesitself. .
hand. ABOM CFF. message to BN FDC composes a TACFIRE to Observer (MTO). AEFIRE FM;FOCMD AFATDS. V' FM;SUBS (EOM).
| 3 v | aratos. FM;CFF. -t .
.
LI T R T R R T | 1 —
BN FSE AFATDS MRCI BN FSE AFATDS MRCI FDC AFATDS sends
sendsthe TACFIRE sendsthe TACFIRE e oS Sends BN FDCAPATDS sendsthe BN FDC AFATDS MRCI BN FUL AFA IUS sendsthe BN FSEAFATDSMRCI the TACFIRE FM:SUBS BN FDC AFATDS MRCI
B TACFIRE MTO messageto cendisthe TACFIRE messsgel TACFIRE FM:FOCMD to it sends the TACFIRE 1= F sendsthe TACFIRE
| messageto BN FSE messageoits MRCI. itsMRCI. N e AT thessag MRCI. messageto BN FSE message 0 its MRCI. to BN FDC AFATDS.
AFATDS. AFATDS. |
[CCSIL to TACFIRE TACFIRE to CCSIL
CoLOTACHRE e | | CCSIL to TACFIRE TACFIRE to CCSIL TACHIRE to CCSIL CCSIL to TACFIRE TACFIRE to CCSIL CCSIL to TACFIRE 0 oCSiL toTACFIRE transad] |
ranslator credtes onstor rectesn translator tonietor oo CCSIL translator crestes a TACFIR Crestes a TACFIRE AFU;
AFU;UPDATE and
i TACHRE PR ShET createsaCCSIL #401 402 MTO. ) EOM& SURV message. 102 AMMO:E message.
I Fire Request message. n) I
— J
BN FSE AFATDSMRCI BN FSE AFATDSMRCI BN FDC AFATDS MRCI BN FDC AFATDS MRCI The CCSIL #402 message s BN FDC AFATDS MRCI BN FSE AFATDS MRCI BN FDC AFATDS MRCI BN FDC AFATDS MRCI
receives the CCSIL. message receives the CCSIL Fire sends the CCSIL #401 sendsthe CCSIL #402 MTO received by the FDC sendsthe #402 CCSIL receivesthe CCSIL #402as| | sendsthe CCSIL Message receives the CCSIL #402 as
viathe RTL. Request Message viathe message to the Battery FDC. tothe FIST viathe RTI. AFATDS MRCI asan RTI b o the FIST. an RTI interaction. to the Battery FDC.

FIST sendsthe CCSIL Fire

forwarded to the BN FDC Request message as an RTI The Battery FDC The FIST receives the The FIST receives the #402 FIST sends the CCSIL Battery FDC receives The CCSIL #402 message is

MRCI asRTI interaction to BN FSE. receivesthe CCSIL #401 Message to Observer asan ccsiL RTI #402 RTI the CCSIL #402 asan sent to the BN FDC AFATDS

interactions. message as an RTI RTI interaction. AFATDS MRCI asan RTI Interaction. interaction to BN FSE. RTI interaction. MRCI asan RTI interaction.
interaction.

ST generates aCCSIL

FIST (CFOR FO) determines
that fire support is required for
current unit activity and
generates aCCSIL #401

Fire Request Message.

The FIST receives the
Message to Observer.

The Battery FDC instructs
the FU to terminate the
mission.

SAF FU generates two
CCSIL messages: oneto
inform the Battery FDC that
itisready for action; the
other to inform FDC of the
rounds on hand.

The Battery FDC instructs The FU informs the Battery The Battery FDC generates|
the FU to fire and the FU FDC that it has shot or that aCCSIL Fire Mission Info
fires. rounds are complete. & Control Message (#402)

The Battery FDC generates
The FU ceases firing aCCSIL #402 message

(Munition Expenditure).

System
Initialization

Mission FU Status

Call for Fire i i -
i Delivery and Observation of Fires Termination Update
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MCS/P Linkage
Scenario

SAF company executing a movement to contact encounters an enemy platoon and
generatesa SITREP to BN

The BN S-3 receives the message and posts the information to MCS/P

BN S-3 prepares a message to the unit ordering a halt at the next phase line.
The message is transmitted to the CFOR Co Cdr

The company halts at the phase line.

CFOR Co Cdr sends a SITREP reporting status

BN S-3 receives the SITREP and posts the datato MCS/P

MRCI In Progress Review - 24 April, 1997



Required Messages

MCS/P Linkage
M essage Set Used

V1.3 Messages

Remarks

USMTF C400 Situation Report
USMTF A423 Operations Order

ATCCS S201 Geometry Message
ATCCS S302 Free Text Message
ATCCS S309 Enemy
InteroperabilityMessage

ATCCS E500 Air Strike Warning
ATCCS S507L Resources Location (Unit
Loc Data)

ATCCS S507R ResourcesResources
(Unit Resources Data)

ATCCS S507S Resources Supply
(Supply Point Data)

ATCCS S509 Commander’s Tracked
Item List

USMTF C400 SITREP to CCSIL SITREP
(#201)

ATCCS S302 Free Text Message to CCSIL
Execute Directive (#103)

ATCCS S507 Resource Message to CCSIL
SITREP (#201)

CCSIL 201 SITREP to ATCCS S507L
Resource Message-Location

CCSIL 201 SITREP to ATCCS S309 Enemy
Interoperability
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MCS/P - ARSAF Message | nteraction

s e s s ssnsnsnsnnnanaf|Target(Live) Audience s « « v « s s s s s s s = &

Bn S-3receives the SITREP
| and posts the enemy unit on thg
MCS/P situation map depicting|
the current situation.

M R ‘ I MRCI receives and translates the
SITREP into an ATCCS Enemy

Interoperability message and
sendsit to MCS/P.

Bn S-3 assesses the tactical
situation based on the latest
information from the

company.

Bn S-3 preparesa USMTF

FRAGORD ordering a halt at
the next phase line to wait for
reinforcements.

MRCI receives and trandlates the}
SITREP into an ATCCS Enemy
Interoperability message and

sendsit to MCS/P.

MRCI receives the message
from MCS/P and tranglates it
into a CCSIL 103 Execute

Directive.

SAF Co Cdr sends the CCSIL
201 message as an RTI
interaction to the Bn TOC

MRCI sends the CCSIL 103

SAF Co Cdr sends the CCSIL !
viathe RTI to the SAF Co

SITREP message as an RTI
interaction to the Bn TOC

SAF Co Cdr generates a
CCSIL Situation Report
message (CCSIL 201)

reporting his status.

Upon reaching the phase line,
the SAF Co Cdr orders ahalt

SAF Co Cdr receives the
messages an RTI interaction.

SAF Co Cdr generates a
CCsSIL Situation Report
message (CCSIL 201)

— SAF company executing a
movement to contact
encounters an enemy platoon.

The SAF Company executes g
halt.

Enemy Sighted Assessment and New Order Acknowledgment
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CTAPSLinkage
Scenario

AOC composes ATO Using CTAPS.
Theis sent from CTAPS to the aWwOC (Simulated Wing Operations Center).
The aWOC generates flight packages and gives them to AFSAF SOAR pilots.

The aWOC generates estimated takeoff and landing times for the flight packages and sends
these TACREPS to CTAPS, where they are inserted into the CAFM S DB.

The AFSAF Soar pilots begin their missions and takeoff from the Synthetic Air Base. The
aWOC sends the takeoff times as TACREPS to CTAPS, where they are inserted into the
CAFMSDB.

The AFSAF Soar pilotsfly their missions.

The AFSAF Soar pilots end their missions and arrive at the Synthetic Air Base. The

aWOC sendsthe arrival times as TACREPS to CTAPS, where they are inserted into the
CAFMSDB.

The aWOC obtains the mission reports from the AFSAF SOAR pilots and generates
mission results and sends these as MISREP to CTAPS, where they are inserted into the
CTAPS message queue.

MRCI In Progress Review - 24 April, 1997 67



Required Messages

CTAPSLinkage
M essage Set Used

V1.3 Messages Remarks

USMTF ATO
USMTF TACREP
USMTF MISREP

CCSIL 201 SITREP to USMTF SITREP
CCSIL 1700 Mission Status Report (ETD,
ETA) to USMTF TACREP

CCSIL 1701 Mission Status Report (ATD,
ATA) to USMTF TACREP

CCSIL 1702 Mission Deviation Report to
USMTF TACREP

CCSIL 1707 Air Mission Report to USMTF
MISREP

USMTF ATO to CCSIL 1600 (Air Tasking
Order)
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AOC composes ATO using
CTAPS.

AOC operator sends USMTF
ATOCONF to the CTAPS
MRCI Federate

N

T

CTAPS - AFSAF Message | nteraction

CTAPS

CTAPS MRCI Federate calls
the USMTF->CCSIL translator

USMTF->CCSIL translator
createsan ATO CCSIL

The MRCI RTI Ambassador
sendsthe CCSIL ATO asan

MRCI

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the estimated times

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual takeoff time

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual arrival time

The MISREP is sent to CTAPS
and put on the CTAPS message
queue for Operator Retrieval

The CTAPS MRCI translates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandlates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a

USMTF MISREP

RTI

message object RTI Interaction
/
The aWOC receivesthe ATO
interaction from the RTI
ACRONYMS:
aWOC - Auto Wing Operations Center
C*l - Command, Control, Communi-
cations, Computers and Intelligence
CCSIL - Command and Control
Simulation Interface Language A response cell operator Portions of the ATO are
CTAPS - Contingency Theater performs additional Wing Level parsed to populate SOAR

Automatic Planning System

MISREP -Mission Report

MRCI - Modular Reconfigurable C*l
Interface

RTI - Run Time Infrastructure

SAF - Semi-Automated Forces

TACREP - Tactical Report

USMTF - United States Message Text
Format

planning on the flight packages

flight packages for missions

The aWOC passes flight packages
to the IFOR Soar Agents

The IFOR/SOAR agents fly
their missions

ORDER SEQUENCE
OF ACTIVITY

AFSAF RTI
Interface

awoC
SOAR

The CCSIL Mission Status
Estimate Message is sent to
the CTAPS MRCI

The CCSIL Mission Status
Actua Messageis sent to
the CTAPS MRCI

The CCSIL Mission Status

Actual Message is sent to
the CTAPS MRCI

The CCSIL Air Mission

Report Message is sent to
the CTAPSMRCI

The aWOC generates a CCSIL
Mission Status Estimate message
to provide takeoff/arrival times

The aWOC generates a CCSIL
Mission Status Actual message
to update the takeoff time

The aWOC generates a CCSIL
Mission Status Actual message
to update the arrival time

The aWOC generates a CCSIL
Air Mission Report message
to indicate mission results

The aWOC generates Estimated
Takeoff and Landing Times for
aflight package

A flight of SOAR agents begin
their mission and takeoff from
the Synthetic Air Base

A flight of SOAR agents ends
| their mission by arriving back
at the Synthetic Air Base

After the mission, the aWOC
obtains the Mission Report
for the SOAR/IFOR flight

REPORT SEQUENCE

OF ACTIVITY
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CBSLinkage

Scenario

CBS Target Acquisition Battery (TAB) sendsAFATDS aRADAR LOCATION
message.

AFATDS sends CBS TAB a SCAN ORDER designating the area to scan.
CBS TAB begins sending TARGET messages to the BDE FSE (Omitted).
BDE Cdr issues an execute directive to BN Cdr (CBS) to move out.

BN Cdr sends SITREP to BDE Cdr that he is passing Phase Line Red.

BDE FSE sends a PRIORITY CENSOR ZONE m etothe CBSTAB
establishing a Critical Friendly Zone (CFZ) along the Battalion’ s route of
movement past Phase Line Red.

CBS TAB detects hostile artillery fire impacting in the CFZ and sends a
PRIORITY TARGET message directly to the FDC.

BN FDC sends the fire mission to the firing battery (CBYS).

CBSfiring battery fires the mission and reports back thru BN FDC to BDE FSE.

BDE Cdr issues execute directive to BN Cdr to continue mission and report
reaching objective.

BN Cdr sends SITREP reporting reaching objective.

MRCI In Progress Review - 24 April, 1997
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Required Messages

CBSLinkage
M essage Set Used

V1.3 Messages Remarks

CBS C103 Execute Directive
CBS C201 SITREP

CBS C401 Fire Request
CBS C402 Fire Mission Info

FIREFINDER PRIORITY/CENSOR
ZONE (CBS Equivalent)

PRIORITY TARGET REPORT (CBS
Equivalent)

TACFIRE FM;FOCMD (CBS
Equivalent)

FIREFINDER RADAR LOCATION
(CBS Equivalent)

FIREFINDER RADAR SEARCH AREA
(CBS Equivalent)

CBS C201 SITREP to CCSIL 201 SITREP
CBS C402 Fire Mission Report to CCSIL 402
Fire Mission Info and Control

CCSIL 103 Execute Directive to CBS C103

Move Order
CCSIL 401 Fire Request to CBS C401 Fire

Request
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AFATDS receives the
message and logs the TAB
asaresource.

AFATDS MRCI trandlates
the CCSIL messageinto a
TACFIRE message and
sendsto AFATDS.

CI sends the CCSIL

MRCI sends the CCSIL
msg to the AFATDS
MRCI asan RTI
interaction

CBSMRCI receives the
message from the M1 and
trandlatesit into CCSIL.

CBS based Target Acqisition

battery (TAB) sends AFATDS a
RADAR LOCATION message

establishing its presence.

CBS-MCS/P & AFATDS Message | nteraction

AFATDS sendsthe CBS
TAB aSCAN ORDER

designating the search area
for TAB to scan for enemy

AFATDS MRCI
translates the TACFIRE
msgto CCSIL

msg to the CBS interface
asan Rl interaction

CBSMRCI receivesthe
message as an RTI
transaction and trandlatesiit
t0aCBS message.

B
scanning the specified area
and reporting targets.

l MRCI sendsthe CCSIL -

BDE CDR issues
Execute Directive to
BN CDR viaMCS/P.

BDE CDR and staff

MCS/PMRCI trandates
MCS/PMRCI translates

the USMTF msg to USMTF SITREP and
cesiL sendsto MCS/P.

msg to the CBS interface
asan RTl interaction

MRCI sends the CCSIL

CBSMRCI receives the
message as an RTI
transaction and trandlatesit
toaCBS order.

CBS MRCI receivesthe
message from the M1 and
trandlatesitinto CCSIL
SITREP.

CBS recaives the trandlated
Execute Directive through its
Master Interface and executes
the order previously received.

BN Cdr reaches Phase
Line Red and reports this
inaSITREP

the CCSIL messageintoa

receive the SITREP via

BDE FSE sends PRIORITY
CENSOR ZONE message to
TAB defining a Critical
Friendly Zone (CFZ)

BN FDC receivesthe
message.

AFATDS MRCI translates.
the CCSIL messageintoa
TACFIRE message and
sendsto AFATDS.

RCI sendsthe CCSIL

to the CBS interface asan

RTI interaction

MRCI sends the CCSIL
msg to the AFATDS
MRCI asan RTI

mm

CBSMRCI CBSMRCI
an RTI transaction and translates it ‘message from the M1 and
toaCBSPRIORITY CENSOR translatesit into a CCSIL
ZONE equivalent. fire request.

MCS/PMRCI translates
the TACFIRE msg to
CccsiL

CBSTAB records the CFZ

enemy fire.

CBS based Target Acqisition

and begins monitoring for forces " detect” enemy artillery
e " fireinthe CFZ and initiate a

message for counterbattery fire.

BN FDC sendsacall for
fire message to the firing
batteries

AFATDS MRCI
translates the TACFIRE
msgto CCSIL

msg to the CBS interface
asan RTI interaction

CBSMRCI receives the
message asan R
transaction and translates it
toaCBSfire request

BDE FSE receivesthe
messageviaBN FDC and
updates the situation.

AFATDS MRCI trandiates the
CCSIL messageintoa
TACFIRE FM FOCMD and
sendsto AFATDS.

MRCI sends the CCSIL
to the AFATDS MRCI asan

CBSMRCI receives the
message from the M1 and
trandlates it into CCSIL 402.

Tring Datterres

firethe mission.

CBS based firing batteries
report rounds complete
with aCBS FireMsn

Report message.

Cor ps Battle Simulation [~

The battalion receives
incoming enemy artillery
fire.

BDE CDR issues Execute
Directive to BN CDR to
continue mission.

BDE CDR and staff
receive the SITREPvia
MCS/P.

MCS/PMRCI translates
the USMTF msg to CCSIL messageinto a
ccsiL USMTF SITREP and sendsto

MRCI sendsthe CCSIL
msg to the CBS interface as.

an RTI interaction

MRCI sends the CCSIL msg to
the MCS/PMRCI asan RTI
interaction

CBSMRCI receivesthe
message asan RTI
transaction and translates it
toaCBS order.

CBSMRCI receivesthe
message from the M1 and
trandlatesit into CCSIL
SITREP.

CBS receives the translated
Execute Directive through its
Master Interface and executes thel
order previously received.

Upon reaching the designated
phaseline, BN Cdr sendsa
SITREP to the BDE Cdr.

CBSbased BN
Cdr continues
movement.

System Initialization

SITREP

Fire Support

Continuation of Mission
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AFSAF Linkage
Scenario

AOC composes ATO Using CTAPS.
Theis sent from CTAPS to the aWwOC (Simulated Wing Operations Center).
The aWOC generates flight packages and gives them to AFSAF SOAR pilots.

The aWOC generates estimated takeoff and landing times for the flight packages and sends
these TACREPS to CTAPS, where they are inserted into the CAFM S DB.

The AFSAF Soar pilots begin their missions and takeoff from the Synthetic Air Base. The
aWOC sends the takeoff times as TACREPS to CTAPS, where they are inserted into the
CAFMSDB.

The AFSAF Soar pilotsfly their missions.

The AFSAF Soar pilots end their missions and arrive at the Synthetic Air Base. The

aWOC sendsthe arrival times as TACREPS to CTAPS, where they are inserted into the
CAFMSDB.

The aWOC obtains the mission reports from the AFSAF SOAR pilots and generates
mission results and sends these as MISREP to CTAPS, where they are inserted into the
CTAPS message queue.
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Required Messages

AFSAF Linkage
M essage Set Used

V1.3 Messages Remarks

CCSIL 1600 Air Tasking Order

CCSIL 1700 Mission Status Report
(ETD, ETA)

CCSIL 1701 Mission Status Report
(ATD, ATA)

CCSIL 1707 Air Mission Report

CCSIL 201 SITREP to USMTF SITREP
CCSIL 1700 Mission Status Report (ETD,
ETA) to USMTF TACREP

CCSIL 1701 Mission Status Report (ATD,
ATA) to USMTF TACREP

CCSIL 1702 Mission Deviation Report to
USMTF TACREP

CCSIL 1707 Air Mission Report to USMTF
MISREP

¢ USMTF ATO to CCSIL 1600 (Air Tasking
Order)
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AOC composes ATO using
CTAPS.

AOC operator sends USMTF
ATOCONF to the CTAPS
MRCI Federate

N

T

CTAPS - AFSAF Message | nteraction

CTAPS

CTAPS MRCI Federate calls
the USMTF->CCSIL translator

USMTF->CCSIL translator
createsan ATO CCSIL

The MRCI RTI Ambassador
sendsthe CCSIL ATO asan

MRCI

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the estimated times

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual takeoff time

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual arrival time

The MISREP is sent to CTAPS
and put on the CTAPS message
queue for Operator Retrieval

The CTAPS MRCI translates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandlates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a

USMTF MISREP

RTI

message object RTI Interaction
/
The aWOC receivesthe ATO
interaction from the RTI
ACRONYMS:
aWOC - Auto Wing Operations Center
C*l - Command, Control, Communi-
cations, Computers and Intelligence
CCSIL - Command and Control
Simulation Interface Language A response cell operator Portions of the ATO are
CTAPS - Contingency Theater performs additional Wing Level parsed to populate SOAR

Automatic Planning System

MISREP -Mission Report

MRCI - Modular Reconfigurable C*l
Interface

RTI - Run Time Infrastructure

SAF - Semi-Automated Forces

TACREP - Tactical Report

USMTF - United States Message Text
Format

planning on the flight packages

flight packages for missions

The aWOC passes flight packages
to the IFOR Soar Agents

The IFOR/SOAR agents fly
their missions

ORDER SEQUENCE
OF ACTIVITY

AFSAF RTI
Interface

awoC
SOAR

The CCSIL Mission Status
Estimate Message is sent to
the CTAPS MRCI

The CCSIL Mission Status
Actua Messageis sent to
the CTAPS MRCI

The CCSIL Mission Status

Actual Message is sent to
the CTAPS MRCI

The CCSIL Air Mission

Report Message is sent to
the CTAPSMRCI

The aWOC generates a CCSIL
Mission Status Estimate message
to provide takeoff/arrival times

The aWOC generates a CCSIL
Mission Status Actual message
to update the takeoff time

The aWOC generates a CCSIL
Mission Status Actual message
to update the arrival time

The aWOC generates a CCSIL
Air Mission Report message
to indicate mission results

The aWOC generates Estimated
Takeoff and Landing Times for
aflight package

A flight of SOAR agents begin
their mission and takeoff from
the Synthetic Air Base

A flight of SOAR agents ends
| their mission by arriving back
at the Synthetic Air Base

After the mission, the aWOC
obtains the Mission Report
for the SOAR/IFOR flight

REPORT SEQUENCE

OF ACTIVITY
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ARSAF Linkage
Scenario

SAF company executing a movement to contact encounters an enemy platoon and
generatesa SITREP to BN

The BN S-3 receives the message and posts the information to MCS/P

BN S-3 prepares a message to the unit ordering a halt at the next phase line.
The message is transmitted to the CFOR Co Cdr

The company halts at the phase line.

CFOR Co Cdr sends a SITREP reporting status

BN S-3 receives the SITREP and posts the datato MCS/P

MRCI In Progress Review - 24 April, 1997
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Required Messages

ARSAF Linkage
M essage Set Used

V1.3 Messages Remarks

CCSIL 201 Situation Report
CCSIL 103 Execute Directive

USMTF C400 SITREP to CCSIL SITREP
(#201)

ATCCS S302 Free Text Message to CCSIL
Execute Directive (#103)

ATCCS S507 Resource Message to CCSIL
SITREP (#201)

CCSIL 201 SITREP to ATCCS S507L
Resource Message-Location

CCSIL 201 SITREP to ATCCS S309 Enemy
Interoperability
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MCS/P - ARSAF Message | nteraction

s e s s ssnsnsnsnnnanaf|Target(Live) Audience s « « v « s s s s s s s = &

Bn S-3receives the SITREP
| and posts the enemy unit on thg
MCS/P situation map depicting|
the current situation.

M R ‘ I MRCI receives and translates the
SITREP into an ATCCS Enemy

Interoperability message and
sendsit to MCS/P.

Bn S-3 assesses the tactical
situation based on the latest
information from the

company.

Bn S-3 preparesa USMTF

FRAGORD ordering a halt at
the next phase line to wait for
reinforcements.

MRCI receives and trandlates the}
SITREP into an ATCCS Enemy
Interoperability message and

sendsit to MCS/P.

MRCI receives the message
from MCS/P and tranglates it
into a CCSIL 103 Execute

Directive.

SAF Co Cdr sends the CCSIL
201 message as an RTI
interaction to the Bn TOC

MRCI sends the CCSIL 103

SAF Co Cdr sends the CCSIL !
viathe RTI to the SAF Co

SITREP message as an RTI
interaction to the Bn TOC

SAF Co Cdr generates a
CCSIL Situation Report
message (CCSIL 201)

reporting his status.

Upon reaching the phase line,
the SAF Co Cdr orders ahalt

SAF Co Cdr receives the
messages an RTI interaction.

SAF Co Cdr generates a
CCsSIL Situation Report
message (CCSIL 201)

— SAF company executing a
movement to contact
encounters an enemy platoon.

The SAF Company executes g
halt.

Enemy Sighted Assessment and New Order Acknowledgment
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CCTT SAF Linkage
Scenario

Bn Cdr issues an Execute Directiveto CCTT SAF company to execute
movement.

SAF company begins movement on a designated route.
En route, SAF company encounters and engages an enemy platoon.
SAF company reports contacts and status in SITREP

Upon reaching designated halt point, SAF company halts, assumes
defensive posture, and sends SITREP.

Bn Cdr issues Execute Directive to continue movement.

SAF company executes movement.

En route, SAF company again encounters and engages and enemy platoon.
SAF company reports contacts and status in SITREP

Upon reaching designated halt point, SAF company halts, assumes
defensive posture, and sends SITREP.
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Required Messages

CCTT SAF Linkage
M essage Set Used

V1.3 Messages Remarks

CCSIL 201 Situation Report
CCSIL 103 Execute Directive

USMTF C400 SITREP to CCSIL SITREP
(#201)

ATCCS S302 Free Text Message to CCSIL
Execute Directive (#103)

ATCCS S507 Resource Message to CCSIL
SITREP (#201)

CCSIL 201 SITREP to ATCCS S507L
Resource Message-Location

CCSIL 201 SITREP to ATCCS S309 Enemy
Interoperability
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MCS/P - CCTT SAF Message I nteraction

MCS/P_Commander views
the incoming USMTF message
from the MCS/P message viewer

MCS/Pinsertsthe USMTF
Resource Report or SALUTE
Report into a message database

MCS/P Commander composes
command for the CCTT SAF

l tank unit

MCS/P Commander emails
command as USMTF FREETEX
to the Prototype MRCI Federate

— MCS/P

The Prototype MRCI Federate

emails the USMTF message
tothe MCSIP

Prototype MRCI Federate calls
the MRCI RTI ambassador with
the CCSIL Execute Directive

Prototype MRCI Federate calls
the CCSIL->USMTF translator
with the Unit Situation Report

USMTF->CCSIL translator
creates a CCSIL Execute
Directive message object

Prototype MRCI Federate calls

M R C I The CCSIL->USMTF translator
creates a USMTF Resource
the USMTF->CCSIL translator Report or SALUTE Report

The MRCI RTI Ambassador The MRCI RTI Ambassador
sends the CCSIL Execute receives the Unit Situation
Directive as an RTI Interaction Report as an RTI interaction

The CCTT RTI Ambassador
sends the CCSIL Unit Situation
Report as an RTI interaction

The CCTT RTI Ambassador
receives the Execute Directive
Interaction from the RTI

The CCTT RTI Ambassador
inserts the CCSIL Execute
Directive on an incoming queue

CCTT checks the incoming
queue and callsthe
CCSIL->SEQD translator

The SEOD to CCSIL translator
CCTT RTI createsa CCSIL Unit Situation

MBASSADOR f® me=se

ACRONYMS:
T - Command, Control, Communicaions,
The CCSIL->SEOD translator CCTT callsthe Computers and Intelligence

CCSIL - Command and Control Simulation
SEOD to CCSIL trandator Interface Language

CCTT - Close Combat Tactical Trainer
MCS/P - Maneuver Control System /Phoenix
MRCI - Modular Reconfigurable C*l Interface

createsa CCTT on-command
or change formation order

= RTI - Run Time Infrastructure
The CCTT client process The CCTT SAF Tank Company The CCTT SAF Tank Company SAF - Semi-Automated Forces
inserts the order ir?to the SEOD The CCTT SAF Tank Company C ( : I I enerates a SITREP or a changes current activity or SALUTE - Size, Activity, Location, Unit,
executes the new order g 9 y Time, and Equipment

SPOTREP spots an enemy unit.

SEOD - SAF Entity Object Database
SPOTREP - Spot Report
USMTF - United States Message Text Format

ORDER SEQUENCE REPORT SEQUENCE
OF ACTIVITY OF ACTIVITY
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MRCI Distributed Development and Test

4t

Environment

MCS/P@CSC
Eatontown, NJ

AFATDS@HDC
‘| Ft. Wayne, IN

CBS@WPC
Ramstein, Germany

—
ISDN
_\
CTAPS@SAIC
Hampton, VA
ISDN

MRCI HQ@SAIC
McLean, VA

CCTT@SAIC
‘| Orlando, FL
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MRCI Testing Program (1 of 4)

Test Site Participating Softwareto be Teststo be Performed

Name & Organizations Tested

L ocation

MRCI CSCI Testing

MCS/P SSI CSC MCS/P . Client/Server Test
Development MCS/P SSI
Facility, MSST Server
Eatontown, NJ
AFATDS SSI HDC AFATDS Client/Server Test
Development AFATDS SSI
Facility, Ft. MSST Server
Wayne, IN
CTAPS SSI SAIC-H CTAPS Client/Server Test
Development CTAPS SSI
Facility, Hampton, MSST Server
VA
CBS SSI SAIC-G CBS Client/Server Test
Development CBS SSI SAIC-H
Facility, MSST Server SAIC-G
Warrior SAIC-M
Preparation Center .
(WPC), Germany SAIC-O

L egend

SAIC Hampton
SAIC Germany
SAIC McLean
SAIC Orlando
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MRCI Testing Program (2 of 4)

Test Site Participating Softwareto be Teststo be Performed
Name & Organizations Tested
L ocation
MRCI System Testing
MRCI System SAIC-M MSST CLIENT Client/Server Test
Testbed, MRCI ST Message Parse/
McLean, VA ARSAF Tranglate/Format Test
MRIMAIN RTI Interoperability Test
MRCI Reconfigurability Test
RAM Test
MCS/P-CBS SAIC-G CBS MCS/P-CBS Interoperability
Testbed CBSSsl Test
MRCI ST AFATDS-CBS
AFATDS-CBS Interoperability Test
Testbed MSST CLIENT
Warrior
Preparation Center
(WPC), Germany
MCS/P-ARSAF SAIC-M MCS/P SS| MCS/P-ARSAF
Testbed, MRCI ST Interoperability Test
McLean, VA ARSAF
AFATDS-ARSAF SAIC-M AFATDS SS| AFATDS-CFOR Command
Testbed, MRCI SIT Entity Interoperability Test
McLean, VA ARSAF AFATDS-ARSAF
Interoperability Test
MCS/P-CCTT SAIC-O MSST CLIENT MCS/P-CCTT
Testbed, MCS/P SSl Interoperability Test
Orlando, FL MRCI ST
CCTT
CTAPS-AFSAF SAIC-O CTAPSSSI CTAPS-AFSAF
Testbed, Orlando, MRCI SIT Interoperability Test
FL SAIC-H AFSAF

MRCI In Progress Review - 24 April, 1997




MRCI Testing Program (3 of 4)

Test Site Participating Softwareto be Teststo be Performed
Name & Organizations Tested
L ocation
MRCI Federate Testing
HLA C2 Testbed, | AEgis(Test AFATDS HLA C2 Federation Testing
Orlando, FL Director) AFATDS SS|
SAIC-O CTAPS
SAIC-M CTAPS SSI
MCS/P
MCS/P SSI
MRCI SIT
Eagle
STOW SEID STOW SEID AFATDS STOW Federation
Testbed, (Test Director) AFATDS SS| Integration Testing
Arlington, VA
SAIC-M CTAPS
SAIC-O CTAPS SSl
SAIC-H
HDC MCS/P
CsC MCS/P SSI
MRCI SIT
AFSAF
ARSAF
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MRCI Testing Program (4 of 4)

Test Site Partici pating Softwareto be Tests to be Perfor med
Name & Organizations Tested
L ocation
MRCI Federate Testi
National STOW SEID AFATDS ' STOW Federation
Simulation Center | (Test Director) AFATDS SSI Operational Test (OT)
(NSC), Fort STOW Federation Full Scale
Leavenworth, KS | SAIC-M MCS/P Test (FST)
CsC MCS/P SS|
HDC
MRCI SIT
ARSAF
What If STOW SEID CTAPS STOW Federation
Simulation System | (Test Director) CTAPS SSI Operational Test (OT)
for Advanced STOW Federation Full Scale
Research and SAIC-H MRCI ST Test (FST)
Development
(WISSARD), AFSAF
NAS Oceana, VA
Nationa NSC (Test AFATDS Joint Training Confederation
Simulation Center | Director) AFATDS SS| (JTC) ALSP Special Model
(NSC), Fort Validation Testing
Leavenworth, KS | SAIC-M MCS/P
CsC MCS/P SS|
HDC
MRCI SIT
CBS
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AGENDA (2 of 4)

1050-1200  Prototype MRCI (V1.3) Development Status
C4l System Capabilities (including SOMs)
-AFATDS
-MCS/P Basdline
-CTAPS
Simulation Capabilities
-CBS
-AFSAF
-ARSAF
-CCTT
ACESS Development
Testing Program

1200-1300 L unch

MRCI In Progress Review - 24 April, 1997
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1400-1430

AGENDA (3 of 4)

TheWay Ahead

MRCI In Progress Review - 24 April, 1997

M. Cosby
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Original MRCI General and Technical
Requirements (as of Feb. 96) (1 of 13)

1. MRCI execution should be transparent to the user and non-intrusive
to the C4l system during setup and use.

2. I e 1N red 1 / eed m
[Back ot TR b o U Bk,
system using the MRCI. I\Béﬂ éw t preclude or inhibit the use
of time management schemes supported by the RTI.

R AR T S
and replanning to reteskindSarti on

4. MRCI shall operate during, and recover from, system failures on
either its RTI or live C4l side.

5. MRCI snall support C4l systems representing echelons above Corps
to platform level, e.g. infantryman operating autonomously.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (2 of 13)

6. MRCI shall not restrict the HLA Federation operations with respect
to security level.

7. [Backeraund.bnfermaken nlym=biot

C2 formats and shall nc;tc'gtfmitional layers of complexity
to the smulation interf

8. MRCI shall be able to go to war and operate across gperational
Coveyed ievionsolidated Form in |ssues

9. MRCI shall support bi-mm:]acﬂons between CA4l
systems and the HLA-b .

10. MRCI shall comply with the five Federation and five Federate
rules of the HLA.

10.1 Federations must have an HLA Federation Object Model (FOM),
documented using the HLA OMT.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (3 of 13)

10.2 In afederation, all object representation (ownership or reflection)

occurs.in the federates, not ntheruntlmeln ru ure(RTI)
1o jBackgeauadLnlor cat b M@

Interactions) among mstgﬁg ts defl ned in the FOM
represented (owned or r ferent federates occurs via

the RTI)

L overeddafonsalidatedsharmmdndssdes
runtime infrastructure ( ance with the HLA interface
specification. wm

10.5 During a federation execution, an attribute of an instance of an
object can be owned by only one federate at any given time.

10.6 Federates must have an HLA Simulation Object Model (SOM)
documented using the HLA OMT.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (4 of 13)

10.7 Federates must be able to publish/reflect any attributes of objects
In their SOM and exercise SOM object interactions externally.

104 Backgroumekrifor relior Oriydote’
accept agwnership of attributes dyn ically during afederation
execution, as specifi ed[HddIT

10.9 Federates must be able to vary the conditions (e.g. thresholds)

Covered ini€ opygolidiat entForritua o seres

according to their SOM

10.10 Federates must be able toREId@Mcal time in away which wil
allow them to coordinate data exchange with other members of a

federation in accordance with at least one HLA time management
service.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (5 of 13)

11. MRCI must facilitate interoperation with an HLA federation using
. . . . o T
Kex:mduigeidapinfednt iie sl Ak
Declaration M anagemenapci @eﬂ]stri bution Management.
12. MRCI shall provide the throughput and transport capabilitiesto

COVRCRHI Lo AR R0, 0 T esves

future HLA exercise genmq)nents

13. MRCI shdll facilitate the collection of both FOM and non-FOM
data as defined within the C4l system SOM.

14. MRCI shall facilitate the establishment of an application-to-
application session between the RTI and the C4l system.
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Original MRCI General and Technical
Requirements (as of Feb. 97) (6 of 13)

15. MRCI shall provide a mechanism for resynchronization with C4l

[ BEER QLU Y ORTTIZIEGA T Y = Ribt
16. MRCI shall be GCCS DI% { lant.

17. MRCI applications shal perable with Ada 95.
18. MRCI shall support next generation releases of C4l system

C(%vlgraaédaw@mml relaited Farm Amissues

19. The MRCI/C4l SOM shab@BE®EDM s produced for STOW
demonstrations and exercises which include CBS, OpenSAF,
EADSIM participation and entity-level interactions.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (7 of 13)

20. To the extent practical, MRCI reconfigurable modules shall be

W@Cﬁi’féﬂ rrEtion ety - Not

21. M RCI sharl support flow of hoth pergeived and ground- truth data,
Information and C2 tran lf d ent with applicable FOM
and SOM definitions for Federations in which it participates.

C Al BRSSO O T | ssues
23. MRCI design shall not bm‘%h/ the use of alternate

redundant mechanlsms to

24. MRCI shall be developed using alanguage for specification of
formats, timing and conversion requirements of data, information

and C2 interchange in clear, consistent and concise interface
specifications of internal and external interfaces.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (8 of 13)

25. MRCI shall use well-defined application program interface

ween layers and th It services.
- lHackgeound IREmERionOnlyn ot
components so that the irB qmj]e IS localized.
27. MRCI shall reduce the number of, anaspecial training required for,
system admipistrators, netwi[;k ministrators, and other exercise
I

CovenegstineConsolidated Form in | ssues

28. MRCI shall minimize lif and be logistically
supportable. %(io&ﬁ

29. MRCI shall be flexible, extensible, and modifiable to capitalize on
current and emerging industry accepted standards and

commercially available products to the maximum extent possible to
support the system requirements and to streamline upgrades.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (9 of 13)

30. MRCI snall provide sufficient flexibility, modifiability and
performance to support changes and extensions to the interfaces

g%ﬁﬁfﬁfﬁ mation Onlly - Not
31 MRCI I eter

execute In adistributed manner across 0geneous
platformsincluding cur ké:m g systems.

32. MRCI softvyare shall be porEabIe to different vendor host

Covered it Gorsobrdetedi®erm in | ssues

33. MRCI shall provide an mcapability to interface
AWSIM/R to TBMCSI CS SOM.

33.1 MRCI shall provide the capability of the current PRW and CWIC
Interfaces.

33.2 MRCI shall provide the capability to interface existing
simulations with current and rapidly-prototyped C4l systems.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (10 of 13)

34. MRCI shall provide an experimental capability to interface
NASM/APto TBMCS.

Backar punelhkafenmabior: DRk odato

I\

34l

simulations and the Prog g(e lon products.
35. MRCI shall provide an E apability to interface
AFSAF to TBMCS.

€ ovenethinnfoonseldateth o8 fini frdgires

for virtual mission planning and execution within AFSAF.

35.2 MRCI shall support op MBerations where STOW SEID
S| and OpenSAF are used |AW the appropriate FOM.

36. The design of the MRCI shall not preclude the addition of a
modul e to support direct C4l system database access (vice
message interchange) when specified in future C4l SOMs.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (11 of 13)

37. MRCI must support egation, labeling and simultaneous
oundihndor mation @ndyod
in al of its outputs onb | sides.
38. MRCI must support theﬁf ' essages with relatively
unstructur text content to the C4l system and withjn the CCSIL-
Coversshd Anlsen HOERY IR i hESUIES

such messages.

39. MRCI must support interpreti %ng$ with relatively
unstructured text content from the C4l system and within the
CCSIL-like message converter, while correctly maintaining the
Intent of such messages.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (12 of 13)

40. The Federation Design in which the MRCI participates must
accommodate scaling, normalizing or otherwise harmonizing data
[BacigroumerlrdarmistionsOriky vot
It inurfealistic represental] 33 of the battlespace tO the C4l
system. Briefed
41. MRCI must provide functionality compatible with the STOW SSF
Covered weCotisel eated FoMTPiy | Ssues
42. MRCI must maintain cont%and conformity in all internal
data-to-data/ information- n/ C2-to-C2 transformations.

43. MRCI must not introduce spatial or temporal inconsistencies into
the C4l system’s “world view”.
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Original MRCI General and Technical
Requirements (as of Feb. 96) (13 of 13)

. 3. Viathe MRCI, smulated entities must be ableto

[s;mmmmmmﬂw Not
between live C4l wgmrmatmn and C2 flow
between live and ssmu all beinfluenced in
quantity and quality based on environment, geometric,

Covwe@wm@msal idetethForranintbssues

elsawherein the Feder ation.
ion
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Softwar e Quality Factors

Software Quality Definition

* “Theability of software to meet its specified requirements.” (MIL-STD-498 -
Software Development and Documentation)

Software Quality Factors

o commonly referredtoas”...ilities’ to distinguish them from performance
requirements

Key Software Quality Factors (as enumerated and defined in MIL-STD-498
Software Reguirements Specification (SRS) data item description (DID))

» Functionality: ability to perform all required functions

o Usahility: ability to be easily learned and used

* Rédliability: ability to perform with correct, consistent results

« Maintainability: ability to be easily corrected and enhanced

» Availability: ability to be accessed and operated when needed

o Flexibility: ability to be easily adapted to changing requirements

» Portability: ability to be easily modified for a new environment

o Testability: ability to be easily and thoroughly tested

» Reusability: ability to be used in multiple applications

MRCI In Progress Review - 24 April, 1997 102



Functionality

o Definition
* Functionality: ability to perform all required functions
* Applicable MRCI System Reguirements
o #2,3, 6-15, 19, 21-23, 25, 31, 33-34, 35-35.2, 37-40, 42-43.1: |.e, al MRCI
performance requirements (See Backup slides for complete text of al MRCI system
requirements.)
» Verification Methods and Criteria
e Tobeprovided viaMRCI DO #20 CDRL Software Test Descriptions (STD)
 AO001BA (MRCI - HLA C2 STD)
* Tobepublished NLT 45 days prior to first HLA-C2 test event
 A001BB (MRCI - STOW 97 STD)

o SEID C4I-SAF Interoperability Testing (4/28-5/2/97)
» OT3(5/26-5/30/97)

 AO01BC (MRCI - JTC STD)
e Prarie Warrior 97 (5/12-516/97

« MRCI V1.3 Snapshot
*  Provided ICW DMSO IPR Demonstration
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Usability (1 of 2)

Definition
o Usahility: ability to be easily learned and used
Applicable MRCI System Reguirements

 #1. MRCI execution should be transparent to the user and non-intrusive to the C4l
system during setup and use.

o #27: MRCI shall reduce the number of, and special training required for, system
administrators, network administrators, and other exercise support personnel

Verification Methods and Criteria
* Methods
o STOW Federation:
» Existing Subject Matter Expert (SME) EVALUATION forms
o JWID 97 DISA Assessment Process
o HLA-C2 Federation: TBD

o JTC Federation: EXxisting Special Model Validation process (similar to STOW
SME EVALUATION)
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Usability (2 of 2)

« MRCI V1.3 Snapshot

— MRCI V1.3isfirst version of MRCI server/trandator with GUI. No actual
user evaluations available at thiswriting

— C4l SSlseach havea GUI that issimilar in look and feel to the basic C4l
system. No actual user evaluations available at thiswriting
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Reliability

o Definition
* Rédliability: ability to perform with correct, consistent results
* Applicable MRCI System Reguirements

o #42: MRCI must maintain content integrity and conformity in all internal data-to-
data/ information-to-information / C2-to-C2 transformations..

 Verification Methods and Criteria

e Methods

» Post-federation execution ANALY SIS of recorded C4l-In, C41-Out, Sim-1n,
Sim-Out message traffic against translator incoming / outgoing message log
files

o Ciriteria

 |denticality of applicable messages (e.g., C4l-In message serial number n

should be identical to translator incoming message serial number n)

» Correct field-by-field mapping between C4l messages and CCSIL messages

« MRCI V1.3 Snapshot

« MRCI V1.3 hasfew validated test messages for each protocol and relatively sparse
mapping files. But initial informal test results indicate that transformations of the
type described above can be achieved with 100% reliability.
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Maintainability (1 of 2)

o Definition
« Maintainability: ability to be easily corrected and enhanced [italicized text added
to the MIL-STD-498 definition by SAIC]

o Applicable MRCI Reguirements

o #24. MRCI shall be developed using alanguage for specification of formats; and
timing, and conversion requirements of data, information and C2
interchange...[ This language should provide] clear, consistent and concise
interface specifications of internal and external interfaces.

o #26 MRCI shall optimize [i.e., minimize] the interdependencies between software
components so that the impact of change is localized.

o #28: MRCI shall minimize life-cycle costs and be logistically supportable

o #36: Thedesign of MRCI shall not preclude the addition of a module to support
direct C4l system database access (vice message interchange) when specified in
future C4l SOMs.

o Verification Methods and Criteria
 Methods
 INSPECTION of MRCI source code
« DEMONSTRATION of rapid integration of MRCI enhancement

MRCI In Progress Review - 24 April, 1997 107



Maintainability (2 of 2)

 Criteria
» Expeditious integration of atest case message id (e.g., SITREP) within a
currently supported message protocol (e.g., USMTF)
« MRCI V1.3 Snapshot

o Experience with MRCI V1.3 indicates exceptionally high degree of maintainability,
particularly considering MRCI’ s prototype status
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Availability (1 of 2)

o Definition
» Availability: ability to be accessed and operated when needed
* Applicable MRCI System Reguirements

o #4:. MRCI shall operate during, and recover from, system failures on either its RTI
or live C4l side.

 Verification Methods and Criteria

 Methods

e DEMONSTRATION 1. Shutdown C4l system while connected to MRCI.
Restart C4l system and re-connect to MRCI

« DEMONSTRATION 2: Shutdown simulation system during federation
execution. Restart ssmulation

« Criteria
» Continued operation of MRCI during Demonstration 1 and Demonstration 2
« MRCI V1.3 Snapshot

« C4I: MRCI C4l client “registration” process ensures messages are correctly routed
to a disconnected-reconnected client, but does not “save’” messages that are
received at the MRCI during the C4l system’s period of disconnection
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Availability (2 of 2)

« MRCI V1.3 Snapshot, cont’d

« Sim: Extensive “discovery process’ consumes MRCI CPU cycles as the restarting
simulation federate uses RTI services to re-publish entities and their attributes.
MRCI servicing of C4l clients’ send and receive API calls are suspended during

this process.
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Flexibility

Definition:
o Flexibility: ability to be easily adapted to changing requirements
Applicable MRCI System Reguirements

o #29: MRCI shall beflexible, extensible, and modifiable to capitalize on current and
emerging industry accepted standards and commercially available products to the
maximum extent possible to support the system requirements and to streamline
upgrades

o #30: MRCI shall provide sufficient flexibility, modifiability and performance to
support changes and extensions to the interfaces on both the C4l and RTI sides

Verification Methods and Criteria
* (same as Maintainability above)
MRCI V1.3 Snapshot
* (same as Maintainability above)
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Portability (1 of 2)

o Definition:
« Portability: ability to be easily modified for a new environment
* Applicable MRCI System Reguirements

o #5. MRCI shall support C4l systems representing echelons above Corpsto
platform level, e.g. infantryman operating autonomously

o #18: MRCI shall support next generation releases of C4l system software (e.g.,
MCS/P Baseline Build V, Block I11; AFATDSV 1.0.06)

o #32: MRCI software shall be portable to different vendor host platforms with
minimal or no modifications

o #34.1: MRCI shall provide the capability to be used with next generation
simulations and the Prototype Federation products
 Verification Methods and Criteria
 Methods

 INSPECTION of MRCI source code to ensure identicality across dissimilar
hardware

e Criteria
» |dentical source code for SGI/Irix MRCI executables/libs AND Sun/Solaris
executabled/libs
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Portability (2 of 2)

« MRCI V1.3 Snapshot

« MRCI V1.3 source code for non-deliverable Intel/Linux version isidentical to Sun/
Solaris version (except that there is not yet an Intel/Linux version of the RTI
runtime libraries)

o Currently, Motif runtime libraries must be on the host system in order for MRCI
GUI to run
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Testability

Definition
o Testability: ability to be easily and thoroughly tested
Applicable MRCI System Requirements
* No “testability” system requirement currently exists
Verification Methods and Criteria
 MRCI isinherently testable. See other performance and quality requirements.

MRCI V1.3 Snapshot
« MRCI V13isinherently testable. See other performance and quality requirements
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Principles of MRCI Reusability

Multiple Levels

 Level 1 (Application Level)
- Able to be used without modification of software for other C4l Federates.
- Able to be used within new Federations via reconfiguration
- Reconfiguration isviaflat files (read in at initialization)

« Leve 2 (Software Design)
- Modularity of Mgor Components (Common Modules and RTI Interface)
- API for development of new System Specific Interfaces for C4l Federates
- Specification of future software development needs

o Leve 3(Lifecycle/Process M ethodology)
- Documentation Baseline
- Infrastructure of Test & Message Development Tools
- Integration of SOM & FOM Methodology
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Different Domains of Potential MRCI Reuse

— MCS/P, AFATDS, CTAPS (MRCI’s*“world”)

— Arbitrary C4l/MRCI Federate

— Arbitrary HLA Federation (with different RT| versions)

— M & Sprogram developers (reusing only specific modules)
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Reuse of Software Modulesin
C4l system federates

e Reuse Context
— Arbitrary C4l/MRCI federate
e Definitions

— Purple=any C4l system will usethis.
— Green = some C4l systems may usethis.
—White = system specific

* Notethat there may be other factors affecting reuse, such asthe RTI
version utilized or communications emulation approach chosen.
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Reuse of MRCI Modules—SUs

C4l System - 1

HLA Interface Potential Reuse
Opportunity

[ 1]
Very Limited
Reuse

Opportunity

Library Functions M odules Hites

SU SU ~ CSC|
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Reuse of MRCI Common Module SUs
—

Potential Reuse
Opportunity
Common

Modules _
Very Limited

Reuse
Opportunity

(C4l Config Files) (Comm Emulation, (Comm
Radio Config File) Emulation)

Federate
Par ser Trandator Alignment
(Comm SU SU SU
Emulation,
Config Files) (Protocol Tables,  (Config Files, Map Files, (Protocol Tables, (Comm
Config Files) Enumeration Files, RulesFilesy ~ Config Files) Emulation)
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Preliminary Reusability Assessment (1 of 2)

o Definition
* Reusability: ability to be used in multiple applications
 Applicable MRCI System Requirements

o #20: Totheextent practical, MRCI re-configurable modules shall be resuable among
instances of C4l-M RCI combinations

» Verification Methodsand Criteria

e Methods

« DEMONSTRATION of identical executablesand runtimelibrariesin useon MRCIs
configured to run with AFATDS, CTAPS, and MCS/P

« ANALYSISof MRCI softwarereuse

» See DO #20 CDRL AO011AA Draft (MRCI Software Reuse Study) submitted to
NRaD on 3/27/97

o Criteria
* Functionality of all MRCI configurations, using identical exeuctables and runtime
libraries
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Preliminary Reusability Assessment (2 of 2)

« MRCI V1.3 snapshot

MRCI Version 1.3 Modules Modul e reuse within specific C41-MRCI instances
Module Module Long Title AFATDS CTAPS MCSYP- Remarks
Name MRCI MRCI MRCI
mcc Communications 100% 100%b 100%
mcm Message Handler 100% 100% 100% One master
mrci_msghdr.cfg file
contains all ULP,
JANAP128, and
TACFIRE message
header information
mct Parser-Translator- ~100% ~100% ~100% Separate
Formatter <C4l_system>_<simulat
ion> configuration files
are used for each C4l-
sim instance
(e.g. mcsp_arsaf.cfg)
mex Executive 100% 100% 100%
mri RTI Interface 100% 100% 100% MRCI has, to date, used
only the STOW RTI
Version Al. Significant
differences exist
between the STOW and
the HLA C2 RTI
implementations,
especially WRT CCSIL
message processing.
While thisis NOT a C4l
system reuse issue, it
will affect MRCI reuse
across various
simul ation federations.
msc Server-Client API 100% 100% 100%
Xapps Graphical User 100% 100% 100%
Interface
ssi System Specific Unique to Unique to Uniqueto | All C4l SSis use the
Interface AFATDS CTAPS MCS/P same MRCI API
except for except for except for
MRCI API MRCI APl | MRCI API
libraries libraries libraries
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AGENDA (3 of 4)

1300-1400  Application of Quality Factorsto the Evaluation L. Griggs¥/M. Hieb
of the MRCI Prototype

Functionality

Usability

Reliability

Maintainability

Availability

Flexibility

Portability

Testability

Reusability [Special Emphasis Areg]
Context
Modules

1400-1430 TheWay Ahead M. Cosby
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STOW Milestones

TEST EVENT Start Test Finish Test
FST -1 2 Juned7/ 6June9d’
FST -2 7 July97 11 July 97
FST -3 11 August 97 15 August 97
FST -4 18 Sepiarba 97 3D Setenbe 97

MRCI In Progress Review - 24 April, 1997
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HLA C2 Milestones (1 of 2)

PROGRAM MILESTONES START DATE FINISH DATE
PROGRAM START 10 October 96 30 September 97*
PROGRAM PLANNING 29 October 96 30 May 97
| dentify Federation Objectives 29 October 96 1 April 97
| dentify Federation | ssues 5March 97 18 April 97
Test & Analysis Plan Development 24 March 97 30 May 97
Experiment/Study Plan Development 28 April 97 2 May 97
EXPERIMENT/SYSTEM DESIGN 28 February 97 16 May 97
Scenario Development 5March 97 25 April 97
Conceptual Analysis Development 7 April 97 2May 97
Federation Design 14 April 97 2 May 97
Execution Environment Specification 28 February 97 18 April 97
Experiment Requirements | dentification 7 April 97 30 April 97
Experiment/System Design Specification 12 May 97 16 May 97

* MRCI participation in data collection for report preparation ends 15 August 97
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HLA C2 Milestones (2 of 2)

PROGRAM MILESTONES

EXPERIMENT/FEDERATIO

START DATE

N DEVELOPMENT 28 February 97

H/W & S/W Acquisition & Configuration 28 February 97

Develop FOM 14 April 97
Individual Feder ates Development 1 April 97
Eagle 1 April 97
NASM/AP 1 April 97
NSS 1 April 97
MRCI 1 April 97
EXPERIMENT EXECUTION 24 March 97

PROGRAM COMPLETION

MRCI In Progress Review - 24 April, 1997

EINISH DATE

11 July 97
11 April 97
9 May 97
6 June 97
30 May 97
30 May 97
30 May 97
30 May 97

15 August 97

15 August 97
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AGENDA (4 of 4)

1430-1700 MRCI Experiment Testbeds
MCSIP - ARSAF
MCS/P - CBS
MCS/P - CCTT
CTAPS-T
AFATDS - Test Cell (CCSIL WIS)
ACESS
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AFATDSLinkage
Scenario

SAF firing unit sends messages informing FSE of its |ocation and readiness status.

CFOR FO callsfor fire

FSE receives the fire request and forwardsit to FDC

FDC passes the call for fire (CFF) to the SAF firing unit.

Concurrently, FDC sends a Message to Observer that the mission is underway.
SAF firing unit receives the CFF and fires the mission

SAF firing unit informs FDC that rounds are fired.

FDC sends a message to the FO that rounds are fired.

FO reports effect on target and ends mission to the FSE

FSE sends a message to the SAF firing unit that the mission is ended.

The unit stands down.

SAF firing unit generates a message to FDC informing them of their ammo usage.
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Target (Live)
Audience

||BNFDC|-|||BNFSE|-| |———————-BNFDC———————FBNFSE - — {BNFDC |- — - |

AFATDS - ARSAF Message | nteraction

—_—--—

===

the andinitidlizes TheBN FSE AFATDS BN FSE AFATDS sends BN FDC AFATDS receives BN FDC AFATDS .
itsalf, noting the unit as receives the TACFIRE The BN AFATDS sends o R ATDS recaves| BN FDC AFATDS then comH BN FDC AFATDS receives the relevant ABOM the ABOM msg and receives the message and
ready to fire and ammo on request and generatesan the relevant ABOM (CFF) message poses a TACFIRE Message the message and composes a (CFF) msgto BN FDC composes a TACFIRE updatesitself. .
hand. ABOM CFF. message to BN FDC composes a TACFIRE to Observer (MTO). AEFIRE FM;FOCMD AFATDS. V' FM;SUBS (EOM).
v | AraTDs. FM:CFF. £ .
.
BN FSE AFATDS MRCI BN FSE AFATDSMRCI = BN FDC AFATDS sends
s e TACFIRE. s o TACFIRE. BN FDC AFATDS sends BN FDC AFATDS sends the BN FDC AFATDS MRCI BN D cends the BN FSE AFATDSMRCI BN FDCAPATDS sends BN FDC AFATDS MRCI
the TACFIRE FM;CFF TACFIRE MTO message to sendsthe TACFIRE message| TACFIRE FM;FOCMD toit sends the TACFIRE h . sends the TACFIRE message |
messageto BN FSE messageoits MRCI. itsMRCI. N e AT thessag MRCI. messageto BN FSE message 0 its MRCI. to BN FDC AFATDS.
AFATDS. AFATDS. |
[CCSIL to TACFIRE I CCSIL to TACFIRE TACFIRE to CCSIL TACFIRE to CCSIL CCSIL to TACFIRE TACFIRE to CCSIL CCSIL to TACFIRE TACFIRE to CCSIL CCSIL to TACFIRE trandatol I
ranlator creates TACFIRE | trangiator translator creates a TACFIRI createsa TACFIRE AFU;
A translator createsa translator createsa CCSIL
FU;UPDATE and TACFIRE FR SHIFT createsaCCSIL #401 . EOM& SURV message. AMMO:E message.
Fire Request message. I
— J
BN FSEAFATDS MRCI BN FSE AFATDS MRCI BN FDC AFATDS MRCI BN FDC AFATDS MRCI The CCSIL #1402 message is BN FDC AFATDS MRCI BN FSE AFATDS MRCI BN FDC AFATDS MRCI BN FDC AFATDS MRCI
receives the CCSIL. message receives the CCSIL Fire sends the CCSIL #401 sendsthe CCSIL #402 MTO received by the FDC sendsthe #402 CCSIL receivesthe CCSIL #402as| | sendsthe CCSIL Message receives the CCSIL #402 as
viathe RTI. Request Message viathe message to the Battery FDC. (o the FIST viathe RTI. AFATDSMRCI asanRTI message to the FIST. anRTl interaction. tothe Battery FDC. an RT interaction.

FIST sendsthe CCSIL Fire

forwarded to the BN FDC Request message as an RTI The Battery FDC The FIST receives the The FIST receives the #402 FIST sends the CCSIL Battery FDC receives The CCSIL #402 message is
MRCI asRTI interaction to BN FSE. receivesthe CCSIL #401 Message to Observer asan ccsiL anRTI #402 RTI the CCSIL #402 asan sent to the BN FDC AFATDS
interactions. message as an RTI RTI interaction. AFATDS MRCI asan RTI Interaction. interaction to BN FSE. RTI interaction. MRCI asan RTI interaction.

interaction.

" ST generates a CCSIL'
FIST (CFOR FO) determines

that fire support is reqired for
current unit activity and
generates aCCSIL #401

Fire Request Message.

The FIST receives the
Message to Observer.

The Battery FDC instructs
the FU to terminate the
mission.

SAF FU generates two
CCSIL messages oneto

infe the Battery FDC that
it igrrgeayemr e:\)tl)n: the the FU tofireand the FU FDC that it has shot or that

other to inform FDC of the fires, rounds are complete.
rounds on hand.

The Battery FDC instructs The FU informs the Battery The Battery FDC generates|
aCCSIL FireMission Info

& Control Message (#402)

The Battery FDC generates
The FU ceases firing aCCSIL #402 message

(Munition Expenditure).

System
Initialization

Mission FU Status

Call for Fire i i -
i Delivery and Observation of Fires Termination Update
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AFATDSLIinkage
M essage | mplemention (by type)

TACFIRE AFU;UPDATE (Readiness Update)
TACFRE AFU;AMMO:H (Ammo On Hand)
TACFIRE FR SHIFT (Fire Request Shift)
TACFIRE FM;FOCMD (Fwd Obsr Commands)
TACFIRE EOM&SURV (End of Mission & Surv)
TACFRE AFU;AMMO:E (Ammo Expended)
TACFIRE FM;CFF (Call for Fire)

TACFIRE MTO (Message to Observer)
TACFIRE FOCMD (Fwd Obsr Commands)
TACFIRE FM;SUBS (Subsequent Commands)
TACFIRE FR GRID (Fire Request Grid)
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MCS/P Linkage
Scenario

SAF company executing a movement to contact encounters an enemy platoon and
generatesa SITREP to BN

The BN S-3 recelves the message and poststhe information to MCS/P

BN S-3 prepares a message to the unit ordering a halt at the next phase line.
The message istransmitted to the CFOR Co Cdr

The company haltsat the phaseline.

CFOR Co Cdr sendsa SITREP reporting status

BN S-3receivesthe SITREP and poststhe datato MCS/P

MRCI In Progress Review - 24 April, 1997
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MCS/P Linkage
M essage | mplemention (by type)

USMTF C400 Situation Report

USMTF A423 Operations Order

ATCCS S201 Geometry M essage

ATCCS S302 Free Text Message

ATCCS S309 Enemy I nter operabilityM essage
ATCCSES00 Air StrikeWarning

ATCCS S507L Resources Location (Unit Loc Data)

ATCCS S507R Resour ces Resour ces (Unit Resour ces
Data)

ATCCS S507S Resour ces Supply (Supply Point Data)
ATCCS S509 Commander’s Tracked Item List
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MCS/P - ARSAF Message | nteraction

s e s s ssnsnsnsnnnanaf|Target(Live) Audience s « « v « s s s s s s s = &

Bn S-3receives the SITREP
| and posts the enemy unit on thg
MCS/P situation map depicting|
the current situation.

M R ‘ I MRCI receives and translates the
SITREP into an ATCCS Enemy

Interoperability message and
sendsit to MCS/P.

Bn S-3 assesses the tactical
situation based on the latest
information from the

company.

Bn S-3 preparesa USMTF

FRAGORD ordering a halt at
the next phase line to wait for
reinforcements.

MRCI receives and trandlates the}
SITREP into an ATCCS Enemy
Interoperability message and

sendsit to MCS/P.

MRCI receives the message
from MCS/P and tranglates it
into a CCSIL 103 Execute

Directive.

SAF Co Cdr sends the CCSIL
201 message as an RTI
interaction to the Bn TOC

MRCI sends the CCSIL 103

SAF Co Cdr sends the CCSIL !
viathe RTI to the SAF Co

SITREP message as an RTI
interaction to the Bn TOC

SAF Co Cdr generates a
CCSIL Situation Report
message (CCSIL 201)

reporting his status.

Upon reaching the phase line,
the SAF Co Cdr orders ahalt

SAF Co Cdr receives the
messages an RTI interaction.

SAF Co Cdr generates a
CCsSIL Situation Report
message (CCSIL 201)

— SAF company executing a
movement to contact
encounters an enemy platoon.

The SAF Company executes g
halt.

Enemy Sighted Assessment and New Order Acknowledgment
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CTAPSLinkage
Scenario

AOC composes ATO Using CTAPS.
Theissent from CTAPStotheaWOC (Simulated Wing Oper ations Center).

TheaWOC generatesflight packages and givesthem to AFSAF SOAR pilots.

TheaWOC generates estimated takeoff and landing timesfor the flight packages and sends these
TACREPSto CTAPS, wherethey areinserted into the CAFM S DB.

The AFSAF Soar pilots begin their missions and takeoff from the Synthetic Air Base. TheaWOC
sendsthetakeoff timesas TACREPSto CTAPS, wherethey areinserted into the CAFM S DB.

The AFSAF Soar pilotsfly their missions.

The AFSAF Soar pilotsend their missionsand arrive at the Synthetic Air Base. TheaWOC sends
thearrival timesas TACREPSto CTAPS, wherethey areinserted into the CAFM S DB.

The aWOC obtainsthe mission reportsfrom the AFSAF SOAR pilots and generates mission
results and sendstheseas MISREP to CTAPS, wherethey areinserted into the CTAPS message
queue.
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AOC composes ATO using
CTAPS.

AOC operator sends USMTF
ATOCONF to the CTAPS
MRCI Federate

N

T

CTAPS - AFSAF Message | nteraction

CTAPS

CTAPS MRCI Federate calls
the USMTF->CCSIL translator

USMTF->CCSIL translator
createsan ATO CCSIL

The MRCI RTI Ambassador
sendsthe CCSIL ATO asan

MRCI

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the estimated times

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual takeoff time

The TACREP is sent to CTAPS
and the CAFMS DB is updated
with the actual arrival time

The MISREP is sent to CTAPS
and put on the CTAPS message
queue for Operator Retrieval

The CTAPS MRCI translates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandlates
the CCSIL messageto a
USMTF TACREP

The CTAPS MRCI trandates
the CCSIL messageto a

USMTF MISREP

RTI

message object RTI Interaction
/
The aWOC receivesthe ATO
interaction from the RTI
ACRONYMS:
aWOC - Auto Wing Operations Center
C*l - Command, Control, Communi-
cations, Computers and Intelligence
CCSIL - Command and Control
Simulation Interface Language A response cell operator Portions of the ATO are
CTAPS - Contingency Theater performs additional Wing Level parsed to populate SOAR

Automatic Planning System

MISREP -Mission Report

MRCI - Modular Reconfigurable C*l
Interface

RTI - Run Time Infrastructure

SAF - Semi-Automated Forces

TACREP - Tactical Report

USMTF - United States Message Text
Format

planning on the flight packages

flight packages for missions

The aWOC passes flight packages
to the IFOR Soar Agents

The IFOR/SOAR agents fly
their missions

ORDER SEQUENCE
OF ACTIVITY

AFSAF RTI
Interface

awoC
SOAR

The CCSIL Mission Status
Estimate Message is sent to
the CTAPS MRCI

The CCSIL Mission Status
Actua Messageis sent to
the CTAPS MRCI

The CCSIL Mission Status

Actual Message is sent to
the CTAPS MRCI

The CCSIL Air Mission

Report Message is sent to
the CTAPSMRCI

The aWOC generates a CCSIL
Mission Status Estimate message
to provide takeoff/arrival times

The aWOC generates a CCSIL
Mission Status Actual message
to update the takeoff time

The aWOC generates a CCSIL
Mission Status Actual message
to update the arrival time

The aWOC generates a CCSIL
Air Mission Report message
to indicate mission results

The aWOC generates Estimated
Takeoff and Landing Times for
aflight package

A flight of SOAR agents begin
their mission and takeoff from
the Synthetic Air Base

A flight of SOAR agents ends
| their mission by arriving back
at the Synthetic Air Base

After the mission, the aWOC
obtains the Mission Report
for the SOAR/IFOR flight

REPORT SEQUENCE

OF ACTIVITY
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CBSLinkage
Pur pose and Description

 Purpose: MRCI will link to the Corps Battle Simulation (CBS) to
demonstrate the capability, via a ssmple proof-of-principle scenario, of
MRCI to link C4 systemsto non-HL A simulations.

 Description: Two Advanced Field Artillery Tactical Data Systems
(AFATDS) and one Maneuver Control System/Phoenix (M CS/P) will
provide C4 gateway servicesto enter scenario driven commandsviathe
MRCI, to a CBS System Specific Interface (SSI) that will relay those
commandsdirectly to CBSthrough the Master Interface. Reportsand
data generated by CBS will be sent out the same way and relayed to the
appropriate C4 system.
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CBSLinkage
Scenario

CBS Target Acquisition Battery (TAB) sends AFATDS a RADAR LOCATION message.
AFATDS sends CBS TAB a SCAN ORDER designating the area to scan.

CBSTAB beginssending TARGET messagesto the BDE FSE (Omitted).

BDE Cdr issues an execute directiveto BN Cdr (CBS) to move out.

BN Cdr sends SITREP to BDE Cdr that heispassing Phase Line Red.

BDE FSE sendsa PRIORITY CENSOR ZONE message to the CBS TAB establishing a Critical
Friendly Zone (CFZ) along the Battalion’s route of movement past Phase Line Red.

CBSTAB detectshostile artillery fireimpacting in the CFZ and sendsa PRIORITY TARGET
message directly tothe BN FDC.

BN FDC sendsthefire mission to thefiring battery (CBS).

CBSfiring battery firesthe mission and reportsback thru BN FDC to BDE FSE.

BDE Cdr issues execute directiveto BN Cdr to continue mission and report reaching objective.
BN Cdr sends SITREP reporting reaching objective.

MRCI In Progress Review - 24 April, 1997 136



AFATDS receives the
message and logs the TAB
asaresource.

AFATDS MRCI trandlates
the CCSIL messageinto a
TACFIRE message and
sendsto AFATDS.

CI sends the CCSIL

MRCI sends the CCSIL
msg to the AFATDS
MRCI asan RTI
interaction

CBSMRCI receives the
message from the M1 and
trandlatesit into CCSIL.

CBS based Target Acqisition

battery (TAB) sends AFATDS a
RADAR LOCATION message

establishing its presence.

CBS-MCS/P & AFATDS Message | nteraction

AFATDS sendsthe CBS
TAB aSCAN ORDER

designating the search area
for TAB to scan for enemy

AFATDS MRCI
translates the TACFIRE
msgto CCSIL

msg to the CBS interface
asan Rl interaction

CBSMRCI receivesthe
message as an RTI
transaction and trandlatesiit
t0aCBS message.

B
scanning the specified area
and reporting targets.

l MRCI sendsthe CCSIL -

BDE CDR issues
Execute Directive to
BN CDR viaMCS/P.

BDE CDR and staff

MCS/PMRCI trandates
MCS/PMRCI translates

the USMTF msg to USMTF SITREP and
cesiL sendsto MCS/P.

msg to the CBS interface
asan RTl interaction

MRCI sends the CCSIL

CBSMRCI receives the
message as an RTI
transaction and trandlatesit
toaCBS order.

CBS MRCI receivesthe
message from the M1 and
trandlatesitinto CCSIL
SITREP.

CBS recaives the trandlated
Execute Directive through its
Master Interface and executes
the order previously received.

BN Cdr reaches Phase
Line Red and reports this
inaSITREP

the CCSIL messageintoa

receive the SITREP via

BDE FSE sends PRIORITY
CENSOR ZONE message to
TAB defining a Critical
Friendly Zone (CFZ)

BN FDC receivesthe
message.

AFATDS MRCI translates.
the CCSIL messageintoa
TACFIRE message and
sendsto AFATDS.

RCI sendsthe CCSIL

to the CBS interface asan

RTI interaction

MRCI sends the CCSIL
msg to the AFATDS
MRCI asan RTI

mm

CBSMRCI CBSMRCI
an RTI transaction and translates it ‘message from the M1 and
toaCBSPRIORITY CENSOR translatesit into a CCSIL
ZONE equivalent. fire request.

MCS/PMRCI translates
the TACFIRE msg to
CccsiL

CBSTAB records the CFZ

enemy fire.

CBS based Target Acqisition

and begins monitoring for forces " detect” enemy artillery
e " fireinthe CFZ and initiate a

message for counterbattery fire.

BN FDC sendsacall for
fire message to the firing
batteries

AFATDS MRCI
translates the TACFIRE
msgto CCSIL

msg to the CBS interface
asan RTI interaction

CBSMRCI receives the
message asan R
transaction and translates it
toaCBSfire request

BDE FSE receivesthe
messageviaBN FDC and
updates the situation.

AFATDS MRCI trandiates the
CCSIL messageintoa
TACFIRE FM FOCMD and
sendsto AFATDS.

MRCI sends the CCSIL
to the AFATDS MRCI asan

CBSMRCI receives the
message from the M1 and
trandlates it into CCSIL 402.

Tring Datterres

firethe mission.

CBS based firing batteries
report rounds complete
with aCBS FireMsn

Report message.

Cor ps Battle Simulation [~

The battalion receives
incoming enemy artillery
fire.

BDE CDR issues Execute
Directive to BN CDR to
continue mission.

BDE CDR and staff
receive the SITREPvia
MCS/P.

MCS/PMRCI translates
the USMTF msg to CCSIL messageinto a
ccsiL USMTF SITREP and sendsto

MRCI sendsthe CCSIL
msg to the CBS interface as.

an RTI interaction

MRCI sends the CCSIL msg to
the MCS/PMRCI asan RTI
interaction

CBSMRCI receivesthe
message asan RTI
transaction and translates it
toaCBS order.

CBSMRCI receivesthe
message from the M1 and
trandlatesit into CCSIL
SITREP.

CBS receives the translated
Execute Directive through its
Master Interface and executes thel
order previously received.

Upon reaching the designated
phaseline, BN Cdr sendsa
SITREP to the BDE Cdr.

CBSbased BN
Cdr continues
movement.

System Initialization

SITREP

Fire Support

Continuation of Mission

MRCI In Progress Review - 24 April, 1997

137



CBSLinkage
M essage | mplemention (by type)

CBSEquivto FIREFINDER RADAR LOCATION
TACFIRE FM;OBCO Message

TACFIRE SPRT;SEARCH

CBSEquiv of FIREFINDER RADAR SEARCH AREA
USMTF Execute Directive

USMTF SITREP

CCSIL 401 (Fire Request)

CCSIL 402 (Fire Mission Info)

CCSIL 103 (OPORD)

CCSIL 201 (SITREP)
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CBSLinkage
M essage | mplemention (by type)

USMTF Frag Order to CCSIL 103 Execute Directive

« CCSIL 103to CBSOrder (equivalent)

e CCSIL 201toUSMTF SITREP

« CCSIL 401to CBS CFF (equivalent)

« CCSIL 402to TACFIRE FOCMD

« CCSIL 402to TACFIRE FM;RFAF

e CCSIL 402to CBS SPRT;FILTER (equivalent)

« CBSSITREPto CCSIL 201 SITREP
« CBSFM;RFAF to CCSIL 402
« CBSFOCMD to CCSIL 402

« TACFKFIRE CFFto CCSIL 401
e TACFKFIRE SPRT;FILTER to CCSIL 402
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CCTT SAF Linkage
Scenario

Bn Cdr issues an Execute Directiveto CCTT SAF company to execute movement.
SAF company begins movement on a designated route.

En route, SAF company encounter s and engages an enemy platoon.

SAF company reports contacts and statusin SITREP

Upon reaching designated halt point, SAF company halts, assumes defensive posture,
and sends SITREP.

Bn Cdr issues Execute Directive to continue movement.

SAF company executes movement.

En route, SAF company again encounter s and engages and enemy platoon.
SAF company reports contacts and statusin SITREP

Upon reaching designated halt point, SAF company halts, assumes defensive posture,
and sends SITREP.
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MCSP - CCTT SAF Message Interaction

MCS/P_Commander views
theincoming USMTF message | |
from the MCS/P message viewer |

MCS/Pinsertsthe USMTF
Resource Report or SALUTE
Report into a message database

MCS/P Commander composes e
command for the CCTT SAF

tank unit

The Prototype MRCI Federate
emails the USMTF message
tothe MCS/P

MCS/P Commander emails
command as USMTF FREETEX
to the Prototype MRCI Federate

Prot MRCI Federate call USMTF->CCSIL trandator Prototype MRCI Federate calls The CCSIL->USMTF translator Prototype MRCI Federate calls
thoLcjgl\F/)I?I'F >CCS! Letr es!at s creates a CCSIL Execute the MRCI RTI ambassador with M R‘ I createsa USMTF Resource the CCSIL->USMTF trand ator
e B ransiator f| the CCSIL Execute Directive Report or SALUTE Report with the Unit Situation Report

Directive message object

The MRCI RTI Ambassador The MRCI RTI Ambassador
sends the CCSIL Execute receives the Unit Situation

s | Directiveasan RTl Interaction [SESSSSttttjgseElmmmis]. Report as an RTI interaction
' (Y A | B {
@,
| TheCCTT RTI Ambassador L | TheCCTT RTI Ambassador

receives the Execute Directive sends the CCSIL Unit Situation
Interaction from the RTI Report as an RTI interaction

CCTT checks the incoming
queue and callsthe
CCSIL->SEQD translator

The CCTT RTI Ambassador The SEOD to CCSIL translator
inserts the CCSIL Execute CCTT RTI createsa CCSIL Unit Situation

Directive on an incoming queue AMBASSA DO » Report me$ag

ACRONYMS:

Computers and Intelligence

CCTT callsthe CCSIL - Command and Control Simulation
SEOD to CCSIL trandator Interface Language

CCTT - Close Combat Tactical Trainer
MCS/P - Maneuver Control System /Phoenix
MRCI - Modular Reconfigurable C*l Interface
RTI - Run Time Infrastructure

The CCSIL->SEOD translator
createsa CCTT on-command
or change formation order

—

The CCTT client process C C TT The CCTT SAF Tank Company The CCTT SAF Tank Company SAF - Semi-Automated Forces )
R . The CCTT SAF Tank Company L SALUTE - Size, Activity, Location, Unit,
inserts the order into the SEOD execuites the new order generatesa SITREP or a changes current activity or Tirme, and Equipment

SPOTREP \—1 spotsan enemy unit. SEOD - SAF Entity Object Database
SPOTREP - Spot Report

USMTF - United States Message Text Format

=——————

ORDER SEQUENCE REPORT SEQUENCE
OF ACTIVITY OF ACTIVITY
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ACESS | PR Demonstration Configuration

Client Server Simulation

CMM

Communications Modeling Module

CES

CEM

Communications Effects Module

ModSAF

Communications Effects Server

¢

RTI
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Typical ACESS Timeline

Entity Transmits Message

Communications and other
federates receive message

Federates apply static
degradation and time-out,
await dynamic parameters

Communications Model
cal cul ates message degradation

Communications federate
transmits degradation parameters
to federates

Federates receive and apply
dynamic degradation parameters

M essage released to recipients

H Static Effects Static
|| — — — * Release
: Time
Dynamic Effects Dynamic
"= & ® & ®E ®§ ® = l> Release

T (0)<<—> Typically 2 to 38 sec ’ >
.5-5msec
Time —-

MRCI In Progress Review - 24 April, 1997 143



Some Acronyms Used in this Presentation (1 of 3)

ACESS  Automated Communications Effects Server System
ACTD Advanced Concept Technology Demonstration
AFSAF  Air Force Semi-Automated Forces

ARSAF  Army Semi-Automated Forces

AFATDS Advanced Field Artillery Tactical Data System

APl Application Program(mer) I nterface
awoC Automated Wing Oper ations Center
CBS Corps Battle Simulation

CCSIL Command and Control Simulation | nterface L anguage

CCTT Close Combat Tactical Trainer

COE Common Operating Environment

COMPASS Common Oper ational M odeling, Planning and Simulation Strategy

CSC Computer Sciences Corporation (prime of MCS/P Baseline)
CSClI Computer Software Configuration Item

CTAPS  Contingency Theater Automated Planning System

DIl Defense | nfor mation I nfrastructure

DSI Defense Simulation | nter net
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FOM
FST
HDC
HLA
IPR

IV&V
JTASC
JTC
MCS/P
MRCI
MRMT
RTI

Some Acronyms Used in this Presentation (2 of 3)

Federation Object M odel

Full System Test (STOW)

Hughes Defense Communications (for merly M agnavox, prime of AFATDS)
High Level Architecture

In Progress Review

I ntegr ated Services Digital Network
Independent Verification and Validation

Joint Training, Analysis and Simulation Center
Joint Training Confederation

Maneuver Control System/Phoenix

Modular Reconfigurable C4l Interface
Modular Reconfigurable M essage Translation
Run-Time Infrastructure
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Some Acronyms Used in this Presentation (3 of 3)

Simulation Object M odel

System-Specific I nterface (MRCI)

Synthetic Theater of War

Softwar e Unit

Tactical Communications | nterface Module
Verification, Validation and Accreditation

Warrior Preparation Center (Einseidler hof, Germany)
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